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Abstract. Autonomous behaviors may raise ethical issues that agents must consider in their reasoning. Some approaches use
deontic logics, while others consider a value-based argumentation framework. However, no work combines both modal logic
and argumentation to reason about ethics. Hence, we propose a new argumentation framework where arguments are built from
a n-ary multi-modal logic. It allows to express different kinds of operators, e.g. nullary choice or moral worth operators, dyadic
deontic operators or mental states. However the standard attacks based on logical contradictions are no longer sufficient to catch
an intuitive meaning for attacks. Hence, we enrich standard attacks by characterizing how oppositions between modal operators
arise. Furthermore we show the standard logic-based attacks have a quasi-symmetry property, i.e. when an argument attacks
another, this argument is necessarily attacked by another one. Our modal attacks do not have this property, which is highly
relevant to decide a dilemma.
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1. Introduction

Autonomous behaviors may raise ethical issues that autonomous artificial agents must represent and integrate
in their reasoning. For instance, reasoning on codes of conduct may be important for medical autonomous agents
in order to deal with medical secrecy or respect for dignity. Therefore, many frameworks have been developed in
order to design autonomous agents embedded with explicit ethical concepts [1-13]. Those approaches model some
specific aspects of ethical reasoning, but do not capture entirely how human beings make ethical reasoning. Indeed,
options are evaluated by associating them to a good or bad value with respect to their compliance with mores, i.e.
values and usages (customs) of a group or a single person [14—17]. In some situations two options are supported
by different moral worth, each bringing some regret given that the execution of both is impossible: it is a moral
dilemma [18]. To solve them, human beings engage in ethical reasoning to search for arguments that will support
some values (i.e. moral worth) considered as important in the situation [19].

In this article, we aim to model such an ethical reasoning process by considering different moral worth and
confronting them to each other through an argumentation framework (AF) as has been proposed in [13, 20, 21],
more precisely a value-based argumentation framework (VAF) [22]. In VAFs, arguments are associated with a value
that may correspond to a moral worth. For instance, let us consider an autonomous vehicle in an emergency situation
which reasons with two arguments. A first one may say "it is forbidden to bypass the speed limit" and thus may
promote a law value. A second one may say "a dying passenger must arrive at the hospital as quickly as possible"
and may promote a life value.
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As associations between arguments and values are abstracted in VAFs, we propose to ground them on modal
logics to describe the valid arguments and their associated value. Indeed, reasoning according to values can be done
with a deontic logic reasoning on ideal worlds in the name of a given value. However, ethics is also related to
contexts and must deal with exceptions (e.g. it is forbidden to lie except when one’s life is in danger). While the
standard deontic logic cannot deal with conditional (i.e. contextual) obligations, dyadic deontic operators can in a
certain way. That is why it may be useful to consider high arity deontic operator where several parameters represent
different contexts, and one parameter represents the deontic obligation. For instance, triadic deontic operators may
represent deontic obligations for a given context, knowing some exceptions. Finally, modal logic is also adapted to
express knowledge and beliefs. In the previous example, another argument may say "the passenger is not dying as
she suffers a shoulder dislocation". Such an argument does not promote any moral worth but will clearly attack the
previous.

Thus, the main contributions of this article are twofold:

(1) We provide a sound and complete axiomatic system to reason about n-ary multi-modal logics. Such a general
modal logic is based on the work of Blackburn et al. [23] where n-ary modal operators are allowed thanks to
similarity types. The latter notion represents all modal operators used in the logic and their associated arities.
However, while Blackburn et al. proposed a semantics for n-ary normal modal logics, they did not propose
any general axiomatic system. That is why we present in this article such an axiomatic system, and we show
that this logical system is strongly sound and strongly complete.

(2) We propose an argumentation framework where arguments and attack relations are semantically defined with
this n-ary multi-modal logic. Since modal operators can qualify opposite statements while not being logi-
cally inconsistent, the standard attacks (e.g. rebuttal, undercut, defeater) based on logical contradictions are
no longer sufficient to catch an intuitive meaning for attacks. That is why we enrich standard attacks with
modal-mappings, which characterize how oppositions between modal operators arise. We show that standard
logic-based attacks have a quasi-symmetry property, i.e. when an argument attacks another, this argument is
necessarily attacked in return, while our modal attacks do not have this property, which is highly relevant to
decide a dilemma.

This article is organized as follows. Section 2 presents a running example that we use throughout the article
to illustrate our framework. Section 3 recalls preliminary notions on value-based argumentation, and on how to
combine modal logic with argumentation. We then define the logical framework while instantiating it on the running
example in Section 4. Section 5 provides the axiomatic system of our framework and its main properties. To facilitate
reading, all proofs are given in Appendix A.2 to A.7. Finally, we define a value-based argumentation framework
structured by our logical system in Section 6.

2. The running example

This example aims to model the ethical reasoning of an agent deciding which transportation mode she should
take. We assume the values of the agent, her preferences, her different possible plans are known. We also assume
that the agent only takes rational decisions based on her preferences. Example 1 introduces some formal elements
for this running application that will be used in the sequel.

Example 1. We consider a set of values, denoted Val, such as an environmental value (v,,,), an economical value
(Veco), @ value to respect authorities (vq,) and a value associated to health (Vieaun). We consider the agent has to
decide between four choices represented by a set of symbols:

hd Acar = ”gO by car"”
o Ay, := "go by public transport”

® Apite 1= "go by bike"
L4 Awalk = ”gO byf()Ot”

We denote by P a set of propositional atoms on information about the agent and the situation. P contains the atoms:



® haspixe = "the user has a bike"

® has., := "the user has a car”

® CrisiSpeann <= "there is a health crisis"”
e congestion := "there is a congestion”
e emergency := "there is an emergency"”

To model ethical judgement with a VAF, modal operators need to be used both to link deductive arguments with
values, and to define a non symmetrical attack. For instance, if one argument concludes that the agent knows that
there is a congestion, all arguments that would conclude that it saves time to go by car would be attacked by the
former one. However, the converse should not be true since the context when it saves time to go by car is not
true due to our knowledge of the congestion. Furthermore, VAF could be useful when two arguments attack each
other with distinct supported values. For instance, let us suppose two arguments, i.e "the authorities forbid to take
public transport when there is a health crisis" which is supported by the health value, and "the environmental value
prescribes to take public transport when you do not have a bike" which is supported by the environmental value. Both
arguments are in logical contradiction since they describe opposite ideals in different contexts. Both should attack
each other and VAF can be helpful if we consider that the health sanitary value is more important than environmental
sustainability.

3. Preliminary notions

We present here how logic can be used to model argumentation, and basic notions on value-based argumentation,
and on how to combine modal logic with argumentation.

3.1. Argumentation as logic

Caminada and Gabbay [24] identify three ways to use modal logic to model argumentation: (1) a meta-level
approach where possible worlds are arguments and atoms identify if an argument (a world) is accepted, (2) a object-
level approach where arguments are the atoms of a logic, and (3) a mixed approach that uses one of the previous
approaches to characterize extension semantics. For instance, [25] considers the set of worlds as the possible argu-
ments and the accessibility relation between worlds as the attacks between arguments. [26] consider sets of argu-
ments as sets of atoms, and attack relations as formulas. There are other approaches — such as in [27] — that use
propositional dynamic logic to model bipolar argumentation frameworks.

However, acceptability semantics cannot be combined with usual indiscernability relations for representing mental
states such as knowledge or beliefs since different elements of language — argumentation and logical formulas
that talk about possibilities, beliefs or knowledge — are mixed. Indeed, those semantics are not be able to express
arguments which are based on mental states of agents such as ("since agent i knows that ¢ i.e. K;¢ is true", "then
¢ is true"). The reason is that K;¢ is a formula whose truth depends on other accessible possible worlds and not on
arguments. In this case we see that possible worlds cannot be considered as arguments.

We conclude that while these works use modal logic to reason about argumentation, they cannot express argu-
ments based on mental states or normative modalities. Thus, we need to consider another approach that uses a logical
mechanism to build an argumentation graph which can express mental states.

3.2. Value-based argumentation

Classically, a VAF extends the standard AF introduced by [28] with the concept of values, and preferences on
values [22].

Definition 1 (VAF). A VAF is a tuple (A, R, Val, u, >) where:

o A is a nonempty set of arguments,
e R C A x A is a binary relation denoting direct attacks between arguments of A,



e Val is a nonempty set of values,
o u: A — Valis a mapping that assigns each argument a value it promotes,
e = C Val x Val is a transitive relation denoting preferences' between values.

Since direct attacks in a VAF do not use values or preferences, a standard notion of defeat relation characterizes
a direct attack from argument A to B when B is not preferred to A with respect to their assigned values. To prevent
from having any ambiguity with the defeat relation used in logic-based argumentation [29], we prefer to call this
notion a VAF-attack. This relation is used to define conflict-freeness and acceptability.

Definition 2 (VAF-attack). Let (A, R, Val,u, ) be a VAF. Argument A € A VAF-attacks argument B € A, written
A Ryar Bif, and only if, ARB i.e. A attacks B, and —(u(B) - u(A)) i.e. the value u(B) is not preferred to the value

H(A).

Definition 3 (Conflict-freeness and acceptability). Let R,.s be a VAF attack on (A, R, Val,u,>), and S C A:

o S is a conflict-free set of arguments w.r.t. Ryqr if, and only if, AA,B € S s.t. A Ryu¢ B,
o Forall A € A, Ais acceptable w.rt. S if, only if, VB € A, BR,,s A, 3C € §,C Ry4¢ B.

Characterizing the winning sets of arguments is done with extension semantics [28]. As there exists many different
extensions, we only recall some of them.

Definition 4 (Extensions). Let S C A be a set of arguments. S is an extension which is:

e admissible if, and only if, S is conflict-free and all arguments A € S are acceptable with respect to S,
e complete if, and only if, S is admissible and contains all acceptable arguments with respect to S,

e grounded if, and only if, S is a minimal complete extension with respect to C,

e preferred if, and only if, S is a maximal admissible extension with respect to C,

o stable if; and only if, S is conflict-free, and VA € A\ S, 3B € S s.t. BR,qr A.

In the general case there is no consensus about which extension semantics to use. However as suggested in
[30] some extensions can be considered as more preferable due to their uniqueness, e.g. the grounded or the ideal
extension. For instance, [20] claim that the grounded semantics is the best suited one for two main reasons: (1) the
uniqueness of the grounded semantics make it easy to decide on the set of arguments to choose, and (2) it is efficient
to compute them in linear time as it has been shown in [31]. In the sequel, we do not make any assumption on
the chosen semantics, and we assume the user knows how to map the accepted set of arguments to a decision. For
example, the reader may refer to [32] to see how argumentation can be used as a decision making process, and to
[33] for a survey.

3.3. Argumentation based on logic

Numerous existing works combine logic and argumentation: the works where logics are used to model argumen-
tation [24-27], and the works where argumentation frameworks have arguments structured by a logic [29, 34-38].
The first approach however cannot express arguments based on mental states or normative modalities as the acces-
sibility relation between worlds represents attacks between arguments. That is why we focus here on the second
approach.

For instance, [29] proposes to build argumentation frameworks based on propositional logic: an argument is
a couple and the attack relation is defined according to logical inconsistencies. Going further, [37] proposes an
hypersequential argumentation framework based on a S5 logic. In their approach, A = (T, ¢) is an argument. Here,
I" is a set of S5-formulas called support and ¢ is the conclusion if, and only if, I' = ¢ is a proven sequent. However,
[37] does not provide any semantics for their S5-modal operator. Furthermore since they consider only one type

I As we want to allow equivalences between some values, we do not consider an irreflexive and asymmetric relation contrary to [22].



of modality, it cannot be used in a general context where several modalities (not necessarily S5 ones) must be
considered. Finally, rather than considering a specific logic, [35] proposes a generalization of argumentation based
on logic thanks to a function C representing a Tarskian operator I (i.e. a syntactical proof system).

However all these approaches never provide the formal semantics of the logic they use. Only syntactical proof
systems are provided. To the best of our knowledge, while some works deal with semantics of first-order logic [39],
there is no argumentation framework based on a normal modal logic semantics. In the sequel, we define such a
framework, i.e. an argumentation framework based on a general modal logic semantics.

4. A normal modal logic framework

To represent morals with logics such as DL-MA [8] or dyadic deontic logic [40], we consider a general modal
logic where n-ary modal operators [23] are allowed thanks to similarity types. The latter notion represents all modal
operators used in the logic and their associated arities. While [23] proposed a semantics for n-ary normal modal
logics, they did not propose any general axiomatic system. Hence in this section, we present a n-ary normal modal
logic system, that we call the system GK, and we give an axiomatization in the next section.

Definition 5 (Similarity type). A similarity type is a couple T = (O, p) where O is a nonempty set of symbols — one
for each modal operator —and p : O — N assigns an arity to them.

A similarity type represents a set of modal operators with an assigned arity that is greater than or equal to 0. The
elements of O are usually represented by a ’triangle’ like A, Ay, ... O-arity modal operators are nullary operators
that can be seen as a valuation related to a Kripke frame, and not to a model. As in [8], they can represent for instance
choices of agents where a modality choice(a;) means that in the current world agent i chooses the action a.

Example 2. In the context of the example, we denote by N qr, 2Np 1, Dpikes Dwaik the choices of the agent to (reps.)
go by car, go by public transport, go by bike or go by foot. They are all nullary modal operators that represent
choices.

If a modal operator A is a monadic operator, i.e. p(A) = 1, then it is a standard ¢ modality i.e. an 3-type
modality. For p(A) > 1, a n-ary /A means there exists an n-uplet of accessible worlds where each inner formula
is true in its respective world of the n-uplet. We denote by V the dual of A. When V is a monadic operator, it
is equivalent to a standard (J-modality i.e. an V-type modality. For a similarity type 7 = (O, p), we denote Oy,
the set of duals of symbols in O, i.e. all V-type modalities. For higher arities, n-ary V means that forall n-uplet of
accessible worlds, at least one formula is true in its respective world. Interestingly, values can be either represented
by nullary operators (expressing values promoted in the current world), either by higher arity operators which can
be interpreted as deontic obligations in the name of the values.

Example 3. For instance we can represent "going by bike promotes the environmental value" either by considering
a nullary operator ., that is true in each world where Ny, is true, or with a monadic deontic operator from
SDL, i.e. V oy (Dpike ), or with more expressive n-ary deontic operators. In the sequel, we will consider dyadic modal
operators [40] which represent in one parameter the context and in a second parameter what is "ought to be'.

In order to link each modal operator with its dual, we denote O% = O U Oyuu the set of all modal operators and
we define a function ¢ : O — O x O,y that gives the mapping between a modality and its dual. In the sequel,
we consider that the function that assigns an arity to each operator is extended to this set, i.e. p : O — N* and
obviously the arity function p is such that: VA € O, if o(A) = (A, V), then p(A) = p(V).

Definition 6 (Language of modal logics). Let P be a set of propositional atoms and T = (O, p) be a similarity type.
We define the language of normal modal logic L i.e. the set of well-formed formulas (wff) by the following BNF
grammar, forall p € P, A € O:

pu=L[p|-¢|dNG|AB1,....801))



As usual:

o [ :=-1
« VY= (- Aw)
ch= U= VY

Moreover if p(A) > 0:
b V(¢1’ cees ¢/)(A)) = _‘A(_'(pl’ EERE _'¢p(A))

Let us notice that we consider a n-ary K system, as it provides a minimal framework that can be further constrained
to express concrete modalities (e.g. seriality for deontic modalities, reflexivility for knowledge, and so on).

Definition 7 (Normal modal logic semantics). Let 7 = (O, p) be a similarity type. We define a t-model as a tuple
M = W, {Ra}aco,V) such that:

o W is a nonempty set of possible worlds,

o VA € O,Rpisa (p(A) + 1)-ary relation?,
o V: P — 2Wis avaluation function.

We call C = (W, {Ra}rco) a t-frame and, we say that M is a model in C if, and only if, M belongs to the class
of models Cyy = {M : IV, M = (C,V)}. Forallw e W, and ¢,y € L, A € O, o(A) = (A, V), and p € P:

(1) M,w £ L

(2) M,w = piffw e V(p)

(3) Mow = =g iff M,w £~ ¢

(4) MiwE ANy Iff M,w = ¢ and M,w =y

For the cases where p(A\) > 1:
(5) M,w = A(@1,. ... dp(n)) ifs and only if:

I(vis.-avpn)) € wes) . WRA(V1, ..., Vpa)) and Yk € N* k < p(A) - M, v |= ¢

For the cases where p(A\) = 0:
(6) M,wE Aiffwe Ra

Proposition 1. Let w € W. We have M,w |= V (1, ..., ¢,(n)) if, and only if:
V(i vp(ny) € wed) . FWRAWL, ..., vp(n)) then Tk € N k < p(A), vi = &

Proof. Let w € W. M,w |= V(¢1,....¢yn)) iff M,w = 2A(=¢1,....2dpny) iff 2(3(vi,....vp)) €
WP WRA(V, .. Vpny) and VE € Nk < p(A),vi | ) i (Y(01s...,vpn)) € WPE)

WRAWL - Vpa)) or Tk € Nk < p(A), v | ér) iff V(vi,...,vp0)) € wel) . ifWRA(VL, -5 Vp(2))
then 3k € N* k < p(A), v E ¢. O

To summarize, in this modal logic framework we have two kinds of modal operators: A is a (3, A)-type modality
represented by the set O, and V is a (¥, V)-type modality represented by the set Oy,. By (3, A)-type modality, we
mean that it is 3-quantifier on accessible tuplet and a ’conjunction’ on the formulas inside the modal operator, while
(V, V)-type modality means that it is a V-quantifier on accessible tuplet and a *disjunction’ on the formulas inside the
modal operator. It is important to highlight that for the case where p(A) = 1i.e. A is a monadic modal operator, we
have A = ¢ and J = V. Let us also notice that it would have been possible to provide a semantics for a (V, A)-type
modality and a (3, V)-type modality. However, for the sake of simplicity, we do not consider such types of modality
in this article. Let us also notice that, for the same reason, we do not consider the duals of nullary operators.

2Tt is important to notice that each modal operator x € o(A\) is defined on the same (p(A) + 1)-ary relation.



Example 4. Let us consider a dyadic deontic formula such as proposed in [40] to express the formula
O(crisispeqin, 7O ,,_t.) meaning that in the case where there is a health crisis, it is forbidden to use public transport.
Such deontic operators are used to separate the context from the ideal into two distinct worlds, since representing
the context by a naive implication leads standard deontic logic to paradoxes, e.g. Chisholm’s Paradox [41]. Thus,
in our framework, this dyadic deontic formula can be semantically defined as ¥ o(—CrisiSpeqin, _‘Ap.t-) which is a
V operator; thus it is semantically interpreted as a (¥, V)-modality. Thanks to duality, it can be also semantically
defined as —/\o(CrisiSpeain, O p‘,_) meaning that it is ought not the case that in the context of crisiSpeqn, the formula
Ay, is true. More generally, considering three worlds w1, wa, ws such as w1 R(wa, ws), the intuitive meaning of
the semantics is that in the given world w1 in the context described by the world ws the ideal world ought to be ws.

Let us recall that ¢ is valid in M (written M |= ¢) if, and only if, for all worlds w € W, ¢ is satisfied in w i.e.
M, w = ¢ is true. A formula ¢ is valid in a frame C (written |=¢ ¢ or C |= ¢) if, and only if, for all models M built
onC, M = ¢. Now, let I' C L be a set of formulas. When T" is a finite set of formulas, we write I' =¢ ¢, meaning
¢ is a semantic entailment of T if, and only if, for all Kripke models M inC, if M =T i.e.:

M /\ ythen M = ¢

yell

Let us notice that I" is written here as a formula because it is finite. For infinite sets of formulas I', since well-
formed formulas are finite, it should not be allowed to write e.g. M,w = T'. However, by abuse of notation, and
because of the compactness theorems (Theorem 1) hold, when M,w = T is written, it denotes that for all finite
subsets 'y C ', M, w [= Ty i.e. the conjunction of all formulas in Ty are satisfied in M.

Theorem 1. Let I be a set of formulas and ¢ be a formula.
T is satisfiable if, and only if, every finite subsets I'y Cy I' are satisfiable.

The proof is given in Annex A.1.

Example 5. Let us consider that V g,(¢,¥), which means that "in the context ¢, it ought to be that  is true
according to the authority", is interpreted as a dyadic NV-modality. Then, we consider the similarity type T = (O, p)
where O = Dyadic UUnaryUNullaryn. Here, Dyadic p = {Dgov, Denvs Dsporsy Diime, } denotes all dyadic modal
operators that are related respectively to the authority, environmental recommendation, health recommendation to
make sport, and what is a saving of time. Unary = {Q} contains a standard unary possible operator and Nullary
= {Dpiker Dpis Daikr Dear}. Thus, p is such that: Vx € Dyadicn,p(x) = 2,p(0) = 1,V* € Nullary,p(x) = 0.
Consequently in our running example, we will consider a t-frame C = (W,{Ra}aco). Let us remark that the
unary operator uses neither a A nor a NV symbol but rather a ) symbol.

As shown in Example 4, the context can be represented with a negation inside the V-modalities. To ease un-
derstanding, let us notice that all V-type modalities represent a disjunction on the accessible tuple of worlds, e.g.

w | V(—¢,y) is true if, and only if, V(u,v) € Ra(w),u = ~porv = yie.ifu = ¢, thenv = y.

5. Axiomatic system GK

Let us notice that a sound and complete axiomatic system has not been provided for this logic in [23]. Hence, we
propose in this article a sound and complete axiomatic system for it. In the sequel, we write - ¢ to mean that ¢ is a
theorem (i.e. deductible by a Hilbert-proof system). In our axiomatic system we consider the classical axioms of the
propositional calculus (PC), the modus ponens (MP), and the uniform substitution (SUB). Moreover, for all A € O,
s.t.p(A) = 1,0(A) = (A, V), we have:



The rule of necessitation, for all k € [|1,p(A)]] :
From F 4y :F V(1,0 k1 Wk i1 - - - Do) (NECY)
Lo(a)]):

FV(1 sk = Wk b)) = V(D1 Bhse e Bpn) = V(D1 Wk () (KY)

The axioms K, for all k € |

The axiom of duality:
FV(¢1,...,¢[J(A)) <:>_‘A(_‘¢1’-~-,_‘¢p(A)) (Dualy)
The next rule, called rule of equivalence, is a consequence of axiom K and necessitation.

Theorem 2. The rule of equivalence is verified, i.e. for all k € [|1,p(D)]]:

From b ¢ < Uy i V(1. bpn) € VI(B1s o Wk Bp()) (RE¥)
Theorem 3. The normal properties hold, i.e. for allk € [|1,p(A)]] :

+ V(¢1""7¢k /\'ﬁk,---,fﬁp(A)) <~ (v(¢1"-'a¢k""’¢p(A)) A v(¢1"~s¢k9""¢p(&))) (NPkV)

EABL B Ak Bpn)) = (A(PLse ey Pl Bp(2) AD(PLs Wk -5 D)) (NPY)

Proofs of Theorems 2 and 3 are given in Appendix A.7.

Definition 8 (GK-deductible system). Let X be a set of formulas and ¢ be a formula of L. We say ¢ is deductible
from 3, written ¥ = ¢, if, and only if:

o if X =, thent ¢,
eclsedn e N*, Jyy,... .y, €L, FYy1 AL A NY, = ¢

Let us notice that, in Definition 8, we allow to write > F ¢ when X is infinite. Indeed we have the compactness
Theorem 4 w.r.t. GK-deductible systems. Proof of Theorem 4 is given in Appendix A.1.

Theorem 4. Let T be a set of formulas and ¢ be a formula. I' & ¢ if, and only if, there exists a finite subsets T'o C T’
such that Ty = ¢.

Let us remark that the notation - I' = ¢ corresponds to 3’y C¢ I', - I'g = ¢ (see Theorem 12).
5.1. Soundness
We give below the main theorems needed to prove the soundness of GK. All proofs are given in Appendix A.2.
Theorem 5. Modus ponens, all tautologies and uniform substitution preserve validity.
Theorem 6. The rule of necessitation is valid, i.e. for all k € [|1,p(A)]]:
From =yt = V(1. o1, ¥k Pt 15 - Bp(r)) (NECY)

Theorem 7. The axioms (K<) is valid, i.e. for all k € [|1,p(\)|]:

|: V(¢1,. . "¢k = wk»' ’¢p(A)) = V(¢1,. o ’¢k"- ’¢p(A)) = V(¢1s .. '»wk"- "¢p(A)) (KkV)



Theorem 8. The axiom of duality is valid i.e.:

FE V(g1 dpn) & A1, 7o) (Dualy)

Theorem 9. The system GK is sound.
We can verify that the normal properties are sound in GK. However, they are not needed to prove the soundness.

Theorem 10. The normal properties are sound, i.e. for all k € [|1,p(D)]]:

': v(¢17'~"¢k /\l/jk7'°"¢p(A)) A (V(¢1,"'7¢k»""¢p(ﬁ)) /\V(¢1»"',wk""’¢p(A))) (NPV)
FE AL B Ak Bpn)) = (A(D1se s Bhs oo Bp(2) AN D(D1s e Wk s Bp(n))) (NPp)

5.2. Completeness

GK is also complete. The detailed proof is given in Appendix A.3.
Theorem 11. The system GK is complete.
5.3. Strong soundness and completeness

In this section, we give some important theorems that are verified in GK: the deduction theorems, the strong sound-
ness and the strong completeness. These theorems allows us to obtain the equivalence between the GK-deductibility
system and the semantic entailment with respect to all n-ary multi-modal logic frameworks i.e.:

't ¢if, and only if, ' = ¢

The deduction theorems are verified in the logic GK for the finite case but also for the infinite case because we
have the compactness theorems (see Theorems 1 and 4). Proofs are given in Appendix A.4.

Theorem 12. Let I be a set of formulas and ¢ be a formula. GK has deduction theorems (1) and (2):

(1) T F ¢ iff - T = ¢ (Syntactical form)
(2) T = ¢ iff =T = ¢ (Semantics form)

The system GK is strongly sound. The proof is given in Appendix A.5.

Theorem 13 (Strong soundness of GK). Let I" be a set of formulas of GK, we have that the system GK is strongly
sound, i.e. ifT'F ¢ then T |= ¢.

The GK system is strongly complete. It means all formulas that are semantic entailments can also be proven by
the GK-deductible system. The proof is given in Appendix A.6.

Theorem 14 (Strong completeness of GK). Let ¢ € L be a formula. For all sets I' C L of formulas, we have that
the system GK is strongly complete i.e. if T |= ¢, then T | ¢.



5.4. Example of extended GK-system

As with basic modal logics, we can also add semantic constraints on our n-ary relations. In the running example,
we consider one semantic constraint that links the necessity modality with the dyadic deontic operators.

Example 6. A t-frame can be constrained to express standard axioms. For instance, the so-called T-axiom can be
generalized with a T, axiom, i.e. truth axiom for our necessity modality. To this end, we can assume that in our
T-frame, the relation R a for the unary < modality, denoted R, which is assumed to be reflexive and such that:

VA" € Dyadic p,Yw € W,V (v1,v2) € Ras(w),3j € {1,2},v; € Ro(w)
Then, one interesting validity we obtain in this T-frame is:
VA" € Dyadicp : o(AN') = (A, V') E0O¢ = V'(,9)

This validity means that if a formula is necessarily true, then it is also true in all accessible worlds. It can be added
as a new axiom in the axiomatic system GK, and we can easily show that it preserves strong soundness and strong
completeness properties. In the running example, we now assume we have such axiom T, for the modal operator Ul.

Example 7. Let us model our transportation system. We want to represent facts (e.g. the agent has a bike, there
is a congestion, etc.), contextual obligations in the name of a given value (e.g. it is forbidden to go by public
transportation when there is an health crisis in the name of respecting authorities) and choices (e.g. the agent goes
by car). Hence, we use nullary modalities to represent choices, monadic modalities to represent facts, i.e. formulas
that are necessary, and dyadic modalities to represent necessary formulas in a given context from a given value
point-of-view. Let us then consider the following hypothesis:

def

Fl - {vgov(_‘criSishealtlu_‘Ap.t.)}

def
1—‘2 = {Acar — hascar: Abike — hashike}

def

F3 - {Vsport(J—’ Abike)}

|V er {Viime(memergency \ congestion, N\ .q)}

Ts S {2 ime (emergency, Ayai)}

def

g = {Venv(J—’ A17ike \% Awalk \ Ap.z,)}

| = {Venv(_‘congeSIion’ _‘AC‘”)}

def

1—‘8 = {DXOR(AC(U'7 Ap.t., Abikea Awalk)}

def .. .
Lo = {O(hasca N —haspixe N CFisispeqnm N\ —~congestion N —emergency)

T'y means that the authorities recommend to not take public transport when there is a health crisis. I's represents
an obvious condition: biking or driving implies that the agent has a bike or a car. I's means, whatever the context
is, cycling allows you to exercise. I'y means if there is an emergency and there is no congestion, then it saves time
to take car. I's means it is not possible that in an emergency, it saves time to walk. I'g means, whatever the context
is, it is good for environment to take bike, walk or take public transport. I'; means it is good for environment to not
take the car when there is a congestion. I's means it is necessary that the agent chooses only one choice at the same
time (e.g. she cannot take the car and the bike simultaneously). I'g describes the initial situation of the agent.



Example 8. From Example 7, we can easily show:
FS - vtime(_'emergencya _'Awalk)

Lo = —haspixe = —Dpike
P2 UT9 = =Apike
Pe UTs F Ve (L, 7Acar)
I's F XOR(Acars Dp.t.s Dbikes Daik)
T'g = —emergency \V congestion

Let us notice we deduce from U and U that, whatever the context is, it is not good for environment to take the car,
which is stronger than the assumption I'.

6. Modal logic-based VAF

To define a VAF based on modal logic, we first define arguments, and then attacks between arguments when they
are structured on a generalized modal logic.

6.1. Arguments

In the literature, a logic-based argument is a couple (I',¢) where I" is a set of formulas, called premises or
support, that implies a formula ¢, called the conclusion [29, 35-38]. Usually, such arguments are defined based on
its syntactical implication, implicitly assuming that the underlying logic is sound and complete. Since our aim is to
define a modal logic for abstract argumentation that could express arguments as mental states, norms, laws, etc., we
first adopt a semantically-oriented definition for valid arguments, and then we adopt and use a rigorous definition for
deductive arguments (based on syntactical proof systems). Hence, we call a valid argument a couple (T, ¢) where
the conclusion ¢ is a semantic consequence of the set of premises I'. This definition is an adaptation of [29] with
respect to the modal logic semantics.

Definition 9 (Valid argument). Let T = (O, p) be similarity type, and C be a t-frame. A valid argument in C is a
couple A = (D, @) s.t.:

(1) ® C L is a finite subset of L

(2) ® ¢ L ie ® is not inconsistent: IM,w = ®

(3) ¢ a

(4) @ is a minimal set w.r.t. C s.t. (1), (2) and (3) are respected.

Here ® is called the support or the set of premises of argument A, denoted P(A) = ®, and « its conclusion, denoted
CA) =a.

When an argument is called a deductive argument it is defined with a syntactical proof system i.e. with the
Tarskian operator |- as in sequent-based argumentation [36]. Obviously, we have the equivalence between deductive
arguments and valid arguments in sound and complete frameworks. For convenience of notation, we will write
A = (_, ¢) as a shortcut meaning the set of premises I is not specified as it is not needed for our explanation (this
is a standard notation in semantic web, called a blank node). In a rigorous manner, blank nodes _ denote here a
ar' C L s.t. T is finite and A = (T, ¢) is a valid argument.



Example 9. Some examples of deductive arguments:
Ay = (I'1, —congestion)

As = (D7, Ve (—congestion, =N ar))
Az = (T'g, O—congestion)
Ay = (D', IXOR(Lcar, Dpir.y Dpikes Doaik))
As = (I's, Vispor: (L, Dpige))
A = (T2 U T, O-Lpike)

A7 = (T4, Viime(—emergency V congestion, Nc4y))
Ag = (T'g, memergency V congestion)
Ag = (T's, Viime(—emergency, =N yar))
Ayo = (T'g, nemergency)

Ay = (T UTs, Ve (L, 2 Acar))

Aro = (T'1, Vou (mCFiSiSpeain, 7D p.1.))

Obviously, other arguments can be deduced, e.g. (g, crisispeann). But since their conclusion does not contain a
decision (i.e. a nullary modality) or they do not attack another argument, we do not represent them.

6.2. Modal attacks

Several kinds of attack relations have been defined for classical logic-based argumentation [29, 34, 42, 43]. We
recall the semantics of the best known, namely rebuttal, undercut, and defeater. The interested reader may refer to
[34] for other specific attacks such as direct defeater or canonical undercut.

Definition 10 (Rebuttal). We say that A = (®, @) is a rebuttal for B = (U, ) — written A Reb B — if, and only if,
E a < B (ie a < —Bis atautology).

Definition 11 (Undercut attack). We say that A = (®, @) is an undercut for B = (¥, 8) — written A Und B — if, and
only if, there exists:

U = {yn,....¥n} CVsuchthat = a < - /\ Wi
/A

Definition 12 (Defeater attack). We say that A = (®,«) is a defeater for B = (U, ) — written A Def B — if, and
only if, there exists:

\I’,:{lﬁl’“-’wn}Q\I’SMChlhala':—! /\ wi

/A

However these attacks cannot express attacks between different modal operators since there is no necessary in-
consistency.

Example 10. From the previous example, let us consider both arguments A7 and A1 that conclude (resp.) "if there
is an emergency and there is no congestion, then it saves time to go by car" and "whatever the context is, it is good
for the environment to not go by car". Since Ve and V o, are two different modal operators that describe ideals
and do not imply that both inner formula are true in the same worlds, there is no inconsistency. Hence, the standard
attacks given in Definitions 10, 11 and 12 cannot catch the intuitive attack between A7 and Aq1.
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Fig. 1. Modal mapping between facts, [J, V¢ and g

Thus we propose a new kind of attack able to deal with any normal modal logic, called a modal attack. As for the
standard attacks, we have a notion of modal rebuttal, modal undercut and modal defeater. Defining attacks with a
general modal logic framework is non-trivial since modal operators can be associated with different arities.

Let us consider a dyadic deontic formula V¢ (—¢, ) that means in the case where ¢ is true, it is obligatory to
have ¢ true, and a monadic deontic formula g —. Let us assume that ¢ denotes "say a lie" and ¢ denotes "a life is
threatened". According to [k it is not allowed to lie regardless of the context, while for V¢ it would be necessary
to lie in the context ¢. Intuitively, an attack between two arguments C = (_, V¢(—¢,¢)) and K = (_, Og—) would
rely on the inconsistency between the second parameter of the dyadic operator V¢ and the monadic operator L.
However, C should be defeated if ¢ is false, i.e. the context is not verified. Thus, an argument F = (_, —¢) that
concludes "it is a fact that no life is threatened" should defeat C.

On the first hand, since the modal operator Lk is assumed to be a monadic operator and V¢ is a dyadic operator,
the attack between K and C is grounded on a contradiction between the first parameter of [Jx and the second
parameter of V. We say those parameters are disaligned. On the other hand, the attack between F and C is grounded
on an equivalence between —¢ and the first parameter of V. We say those parameters are aligned. Thus, we need
to specify which parameters attacks is grounded on, and how to deal with the nature of the attacks: aligned or
disaligned.

Figure 1 illustrates how we characterize such relationships between formulas. Firstly, we define a d}*-mapping
which maps the parameters of two distinct modalities *; and %9, that must be inconsistent to characterize an attack.
In the previous example, K = (_,Ogy) with ¢q := =, and C = (_, V(d1,¢2)) with ¢1 := —¢ and ¢o := ¥,
mutually attack each other as = ¢o = —(y1). Thus, the d-mapping is defined as dglf = {(1,2)} i.e. the first
parameter of [x is associated with the second parameter of V¢ and they have to be in contradiction to define a
modal attack.

Secondly, we define a a}?-mapping which maps the parameters of two distinct modalities that must be equivalent
to characterize an attack. Let us consider the standard modality (] and the formula [, where 6; := —¢, meaning
"¢ is necessary true". Let us consider V¢ (¢, ¢2). As 61 is necessary true i.e. —¢, it cannot be possible that the
context of V(¢1,d2) is verified, i.e. ¢ is true. Thus, the a-mapping is defined as agc = {(1,1)} and is logically
represented by the validity = ¢1 = 6;. While it can be counter-intuitive to consider equivalence to characterize
attacks, it makes sense for the modality V since the contextual parameter is represented by the negation.

Thirdly, we define a daz—mapping (resp. aa 2-mapping) which characterizes the parameters of xo that must be
inconsistent (reps. equivalent) to a factual truth, i.e. an argument whose conclusion is not preceded by a modal
operator. For instance, agc = {1} means the contextual parameter of the dyadic deontic operator V¢ can be attacked
by factual truths.

Instead of explicitly denoting four distinct mappings, we propose a compact notation where both d- and a-
mappings are jointly represented as a set of sets of rules, where rules describe which parameters attack which
parameters for a given kind of mapping. For instance, we can represent a (d,a)y2-mapping such as {{(1,2,d),
(2,3,a)}, {(3.4,d)}}. Here, (d,a)}? can be viewed as a CNF formula of rules that must be satisfied to have an
attack, i.e. there is an attack if (parameter 1 in %; and parameter 2 in %5 are inconsistent, or parameter 2 in x; and
parameter 3 in %o are equivalent) and parameter 3 in %; and parameter 4 in %, are inconsistent.



Definition 13 ((d, a)-modal mappings). Let T = (O, p) be a similarity type, O be the set of modal symbols based
on 7, {d,a} be a set of symbols (that corresponds to the types of mappings we want to define), and (*1,*2) €
O x 0% be two modalities.

We say that (d,a)}? is a modal mapping for (1, *2) iff:

(d,ayr? C 2l GDIX[Lo(xa)]x {da)

We say that (d,a);? is a modal mapping for % iff:

(d, a>62 C olltp(x2)l]x{d.a}

We call (d, a), a modal mapping for the T-frame, a function that associates for each pair of modalities (%1, *2) €
0% x 0% a modal mapping for (%1, *3) and for each modality %5 € O assigns a modal mapping for %o, i.e.
(d, a). is such that:

o (d.a); : (OFU{B}) x O — 2Tt
e Forall (%1,%3) € 0% x O, (d,a). (%1, *g) C 2[1HDIX[Le(k2)[]x{da}
e Forall ko € O%, (d,a)(, %2) C 2llLp(x2)[]x{d.a}

In the sequel, we consider consistent modal mappings. Firstly, it means that a modal mapping must be possible in
practice, i.e. can be satisfiable, since a modal mapping for two modalities can be viewed as a CNF formula. Indeed,
if for two modalities we have (d,a)y?> = {{(i, j,d)},{(i, j,a)} }, then it would characterize parameters that should be
both inconsistent and equivalent, which makes no sense. Secondly, when a modal mapping has not been explicitly
defined, we assume the empty set for each pair of modalities, or for a single modality.

Definition 14 (Consistent modal mappings). Let T = (O,p) be a similarity type, O be the set of modal sym-
bols based on 1, (d,a). be a modal mapping for the t-frame, and P = {pi.q; : (i,j) € [|L,p(*1)]] x
(1, p(*2)[], (%1, %2) € (092} U{q; : j € [[Lp(*2)|],x2 € O%} be a set of propositional atoms. We say
that {d, a). is a consistent modal mapping iff the following propositional formula ¢ is satisfiable:

¢= /\ ( /\ ( \/ (pi < qj)V \/ (i & —q;)) A /\ ( /\ (\/ q;V \/ =q;))

(%1,%2)€0XOL §e(da)y? (ijt)ES: (i.j1)€ES: *2€02  se(da)y? (t)ES: (Ji1)ES:
ek T S t=d wre t=a t=d

It is a direct translation from each modal mapping (i, j)}? to a propositional atom p; that represents the formula
at the i-th parameter of x; and g; represents the formula at the j-th parameter of *2. When it is aligned, we translate
it as p; < ¢; and use the negation as p; < —g; when it is disaligned. Let us notice that we could have written
—p; < g; which is logically equivalent. We follow the same idea for (; )*2 However only ¢g; are involved in the
formula since there is only a need of mapping the parameters of x,. Finally, verifying if a given modal mapping is
a consistent one is NP-complete since it is equivalent to solve the SAT problem for propositional logics.

Example 11. In our running example, we assume a disaligned modal mapping between each dyadic deontic opera-
tor on its second parameter which represents the "ought to be" part. While we consider an aligned modal mapping
between the first parameter of the dyadic operators, and factual verities (or necessary verities). Thus, the (d,a),
modal mapping is such that:

o V1, %3 € Dyadicp, (d,a):(x1,%2) = {{(2,2,d)}}
e Vko € Dyadicn, (d,a)-(0,%2) = {{(1,a)}}
® Vo € Dyadicp, (d,a).(0,x2) = {{(1,1,a)}}
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Fig. 2. Modal mapping of Example 11

Figure 2 shows the complete modal mapping. Blue relations represent the modal mappings between facts, neces-
sity and dyadic deontic modal operators, while black relations represent modal mappings between all dyadic deontic
modal operators. For instance, let us consider the black arrow from formula ¥ ., (=, ) to formula ¥V e (—¢, ).
The modal mapping dg:n (2) = {2} means the second parameter of both modalities must be disaligned in order to

express a contradiction. Let us notice that this notation is equivalent to write dg’ = {(2,{2})}. By the same way,
we write for the corresponding complete modal mapping (d, a):(Veny, Viime) = {{(2,2,d) } }.

These modal mappings now make it possible to define several kinds of modal logical attacks such as modal re-
buttals, modal undercuts, or modal defeaters. However, due to the complex interactions between modalities and
mapping, the number of attacks to characterize is huge. To factorize notations, we introduce a function Y that ex-
presses compact attack rules that will be used to characterize modal rebuttal, modal undercut, and modal defeater.
The idea is to split the definition in two cases: rules that represent attacks between two modalities, and rules that rep-
resent attacks between facts and modalities. Furthermore to keep the definition compact, we introduce a parameter
in Y, denoted by type, to make distinction between rebuttals / undercuts (<), and defeaters (=).

Definition 15 (Y-attack rule for (d,a)-mapping). Let 7 = (O,p) be a similarity type, O be the set of modal
symbols based on t, (d, a) be a modal mapping for the t-frame, and T = {32}, .,)em be a set of functions where
M = (0% U {0}) x O%

V(k,*x2) EM, TP LXx L X {=,&} = {L,T}

For all (¢,4) € L2, for all (%1,%2) € O x O We call Y the set of attack rules for the (d,a)-mapping if T is
such that (1) and (2) hold:

(1) If ¢ = *1(P1,- ... bp(xy))s forall i € [|1,p(*1)[], ¢i = ¢} A ... A&} be its equivalent canonical Conjunctive
Normal Form (CNF), ¢ = %o(Y1, ..., Wp(xy)) » Yia2(d, 0, type) = T if, and only if, VS € (d,a)y?, 3(i, j,t) €
S, 3K C [|1,ni):
o ift =d, then:
{\ Y = vy and (if type =, (-} = /\ ¢)
keK keK
e ift = a, then:

{\ &} = wjand (iftype =, {~u;} = )\ ¢})

kek keK



(2) If p = ® where ® = ¢' A ... A\ ¢" be its equivalent canonical CNF of ¢, and ¢y = *o(i1, . .. Wo(xy)), then
T32(¢, ¢, type) = T if, and only if, ¥S € (d,a)}?, 3(j,t) € S,3K C [|1,n]]:
o ift =d, then:
{\ ¢} &~ and (if type ==, {-w;} = /\ ¢")
kEK kek
e ift = a, then:

{\ ¢} = vjand (iftype ==, {y;} = )\ ¢")

keK kek

The notion of attack rules is illustrated in Example 12.

Example 12. Let consider A7 = (T4, Vime(—emergency V congestion,N.,)) and A117 = (I'g U T,
Ve (L, = Acar)). Here, we notice we would like to draw an attack from the contradiction between the "ideal"
parameters (i.e. the second parameter) in 'V jime and ¥ ,,,,,. The first argument concludes that in the situation where
—emergency V congestion is not verified, i.e. there is an emergency and no congestion, going by car promotes the
time value. The second argument concludes that going by car never promotes sustainability. However in point of
view of the modal logic, there is no contradiction since the truth value is contained inside distinct modalities. To
map the contradiction between those parameters, we defined in Example 11 the mapping (d,a):(Vime, Veny) =
(d,a)c(Venys Viime) = {{(2,2,d)}} which means that the parameters must be disaligned. Now, we need a func-
tion, called Tg;’; to characterize an attack based on a (d,a)-mapping. Let us consider ¢po = N0 = ¢35 and
Vo = Doy = zp% the formulas for the second parameter of V. and V., respectively. Obviously, since
VS € (d,a)g™, (2,2,d) € S, {1} C [|L,n|] we have {¢}} = —wd, we deduce that Tgﬁe(m,d@,:) =T.

L
time

Furthermore, for the same reasons and {¢3} |= —¢3, we also deduce Tg:;"( (¢1,¥2, <) = T. Thus we can conclude
that there is a "modal-rebuttal attack” when Tg“/:w (¢1,¢2,<) =T.

We then define the standard attacks in logic-based argumentation.

Definition 16 (Types of modal attack). Let t = (O, p) be a similarity type, and (d, a) be a consistent modal mapping
for the T-frame, and (%, %) € (0% U {0}) x O%,

o An argument A is a direct {d,a)}*modal rebuttal for B, written (A,B) € Reb (d,a)}* if, and only if, A =
(L9), B= (L *2(¥1, .. ¥p(xy))) and

T32( o (Wis s Wpx))s &) = T

o An argument A is a direct (d, a)}>modal undercut for B, written (A,B) € Und (d,a)}* if, and only if, A =
(@), B=(V,_), there exists y € U, y = x2(1,...,¥p(xs))s

T:2 (¢’ *Q(WI’ (R lﬁp(*z))’ <:>) =T

o An argument A is a direct (d,a)}*modal defeater for B, written (A, B) € Def (d,a)}* if, and only if, A =
(@), B=(V,_), there exists y € U, y = *2 (1, ..., Wp(xs) )

T:2 (¢’ *2(1111, s 'pp(*z))’ :>) =T
o We define a (d, a);>modal attack as:
Att{d,a)}* = Reb (d,a)}* U Und (d,a)}* U Def (d,a)}?

Notice that since nullary modal operators are true in worlds for all models of the frame, they are similar to facts.
Indeed, the nullary operators generally and intuitively represent choices as e.g. "the agent goes by bike" and "the
agent goes by car". Thus, both choices cannot be true in the same world. Indeed if they were, then it would say "the
agent goes by bike and car at the same time", which makes no sense in this case. Hence, the attacks between nullary
operator can be defined as logical contradictions and thus we do not need to define modal mappings for them.



6.3. Modal mapping properties

Due to the structured nature of arguments, classical attacks are either symmetric, or involved in a circular rela-
tionship, which can be problematic. Indeed, it is problematic for two main reasons: (1) symmetry can lead to exhibit
many distinct admissible sets of arguments, which can in turn lead to a dilemma i.e. how to chose the set of argu-
ments to justify a choice; (2) interesting semantics due to their uniqueness, such as the grounded semantics, cannot
be considered.

Lemma 1. Ler A = (T, ¢), B = (X, ¢) be two arguments,

(1) If A Reb B, then B Reb A,
(2) If A Und B, then there exists an argument C such that C Def A,
(3) If A Def B, then there exists an argument C such that C Def A.

Proof. Let A = (I',¢) and B = (3, ) be two arguments.

(1) If A Reb B, then it is obvious by &= —¢ = y.
2)If AUnd B, then T = ¢,X = ¢ and there exists ¥ C X, = ¢ = - A ;. Wedenote § = A ;.
yiex’ yiex’

Thus, = —¢ = 6. But since A = (I',¢) is an argument, I' = ¢ and = (I' = ¢) = —¢ — —I, thus
{—¢} = —T by the deduction theorem. Since = 6 = —¢ and {—¢} |= —T', we have {6} |= —I'. Consequently,
(2, 6) Def (I, ¢) and so there exists C = (X, 6), C Def A.

(3) If ADef B, then ' = ¢,% = ¢ and there exists ¥/ C X, {¢} = - A ¢;. Wedenote § = A\ ;. Since

yiex’ ey’

E (¢ = —0) = (0 = —¢) , we deduce by the deduction theorem {0} = —¢. Since T |= ¢ iff {—¢} E T,
we have {0} = —I". Consequently, (X, ) Def (I, ¢) and so there exists C = (%, 6), C Def A.

O

Hence, the properties of standard logic-based attacks are what we call quasi-symmetric, i.e. when an argument
A attacks another, A is necessarily attacked in return. However interestingly, our modal attacks do not have this

property.
Definition 17. A binary relation R is quasi-symmetric iff V(a,b) € R,3c : (c,a) € R.

Theorem 15. The relation Reb U Und U Def is quasi-symmetric while Att{d,a)}* is not quasi-symmetric.

Proof. By using the Lemma 1, it is trivial for classical attacks. Figure 3 provides a counter-example, showing
Att{d,a)}? is not quasi-symmetric. [

Finally, let us notice we respect Amgoud’s postulates [35] which are desirable properties expected from any well-
defined logic-based argumentation system. Let I" be a finite set of formulas which represents a knowledge base.

e We define C as:

CT)={¢:T ¢}

e Obviously we have C(I") = C(C(T")) i.e. idempotence.

o If T is not consistent, then C(I") = L. Obvious since I is not consistent iff I' = L. So for all formulas ¢ € L,
sincep AN = L, wehave ' =dp A —¢,and = ¢ A ¢ = ¢, then T |= ¢, thus for all formulas ¢ € L,
peCl)ie.C(T)=L.

o If T is consistent, then C(I') # L. By absurd, let assume that C(I') = L, since ¢ A —¢ € L, we have
¢ N —¢ € C(T'). Thus by definition, I' = ¢ A —¢. Thus by deduction theorem, = ' = | which is absurd
w.r.t. that I" was consistent. Consequently, I is consistent iff C is a consistent function.

o Absurdity’s postulate holds too i.e. there exists ¢ € L (e.g. ¢ = L) s.t. C({p}) = L

e Coherency’s postulate holds too i.e. C(Q)) # L since C()) corresponds to all tautologies and, since ¢ = L is
not a tautology then there exists a formula ¢ € L s.t. ¢ & C(0).

e Finally we have also the last postulate C(T") = |J C(%).
bleny
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6.4. VAF based on modal logics

We can now define a VAF based on a modal logic, named 7-VAF. In this framework, each conclusion of an
argument that is in the form % (¢1, ..., d,(4)) is associated with values. For instance, those values may be bound to
mental states (truth-seeking for knowledge, egoism for desires, etc.), to idealities (what should be done in the name
of a given deontic theory) or moral values (e.g. nullary operators representing the fact that the current world is good,
bad or promotes courage, justice, etc.) Let us notice that all arguments that do not conclude a formula in the form
*(h1,. .., ¢p(*)) with x a non nullary modality, are associated with the () value which denotes factual verity e.g.
arguments that would conclude p or A, (i.e. "going by public transport").

Definition 18 (AF based on modal logics). Let T = (O, p) be a similarity type. We call T-AF a tuple (C, (d, a), A, R)
where C is a T-frame, (d, a) is a consistent modal mapping, and (A, R) is an abstract argumentation framework s.t.:

o A contains only valid arguments on C i.e. valid w.rt. =c,
e R = Reb U Und U Def U U Att{d,a)}?
(%, %2)E(O2U{0}) x O

We call a T-VAF a tuple (C,(d,a), A, R,Val,u, =) which is a T-AF where (A, R, Val, u, >) is a VAF.

Example 13. In our examples, we deduce the following t-VAF as depicted in Figure 3. Modal attacks are labelled
by the type of modal mapping.
We assume that 1 is s.t. for all x € {V, A}:

(]) V¢’ ';D € E,/J(_, *sport(¢’ lﬂ)) = Vhealth

(2) V¢’ 'p € E»ﬂ(_’ *env(¢’ lﬂ) = Veny

(3) V¢’ 'zb € E»ﬂ(_’ *time<¢’ lﬁ)) = Yeco

(4) Vo, ¢ € E»ﬂ(—’ * gov (¢’ ¢)) = Vaut

(5) V¢ € Lou(_,0g) = 0

(6) VA € As.t. Ais not in the form (_, *(...)), u(A) =0

Thus, p = {(Al, [Z)), (A2, Venv): (AS, (D)x (A4a @), (A57 Vhealth); (A67 @), (A7’ Veco)y (AS, @), (A97 Venv); (Alo, @),
(A11, Venv), (A12,Vaur)}- Then, let us assume that the reasoning agent in this example has preferences on values,
given by the following transitive relation »:

(Z) > Vhealth = Vaut ™ Venv > Veco



Thus, some arguments such as Ay are defeated by Ao, As, A11 which are associated to a preferred value. The VAF -
attack is {(Al,A2>, (A3,A2), (A6,A5), (A5,A7), (AQ,A7), (Au,A7), (Ag,A7), (Alo, Ag)}. Finally, let us consider
the stable extension E:

E ={{A1,A3,A4,A¢, A3, A10,A11, A12} }

This result concludes that the user cannot ride a bike since she has no bike. Since there is no congestion and no
emergency, the user does not need to take her car to reduce the time of the travel. Furthermore, for the environ-
ment it is better to take public transport or walking. However according to A12, since there is a health crisis, it is
recommended to not take public transport. Consequently, the ethical decision given by such modelling is to walk.

Even if we do not explicitly model decisions in our VAF, we can formalize them like in [32] where a function
F (resp. JF.) assigns to a decision the set of arguments that support it (resp. does not support it). For instance
in Example 13, a decision could be acceptable if supported by credulously acceptable arguments i.e. at least one
argument supports the decision and belongs to at least one extension.

7. Conclusion

We proposed in this article to model ethical reasoning with a value-based argumentation framework, named 7-
VAF, based on a generalized normal modal logic. Such a logic can deal with a set of n-ary modal operators of
interest to express moral theories, dyadic deontic operators, mental states or agency operators. We have shown that
this logic is strongly sound and strongly complete. Finally, grounding VAF on such a modal logic have led us to
propose new kinds of attacks, named modal attacks, which generalize standard logical attacks. Indeed, the standard
attacks based on logical contradictions are no longer sufficient to catch an intuitive meaning for attacks. To solve
this problem, we explicitly introduce modal mappings which characterize contradiction between those different kind
of operators. Finally, we shown that the standard logic-based attacks have a quasi-symmetry property, i.e. when an
argument attacks another, this argument is necessarily attacked by another one. Interestingly, our modal attacks do
not have this property, which is relevant to decide a dilemma.

Future works are threefold: modelization perspectives, computational perspectives, and implementation perspec-
tives. Firstly, although we have shown that a basic n-ary modal is sound and complete, we leave abstract the under-
lying logical system. Hence, a first perspective is to instantiate 7-VAF with a modal logic dedicated to moral agency
— such as DL-MA [8] or with a deontic description logic such as proposed in [44] — in order to capture classical
ethical problems, e.g. the trolley and footbridge problems. Secondly, we have shown that verifying if a given modal
mapping is consistent is NP-complete. However, we should investigate more deeply the complexity of deciding or
computing the different parts of 7-VAF. Intuitively, the complexity classes of the argumentation are related to the
complexity classes of the underlying logic. Exhibiting fragments, that can provide a trade-off between complexity
and expressivity in terms of ethical reasoning, can be of interest. Thirdly, based on interesting logical fragment, it
would be of interest to mechanize the whole process, namely implementing a tableau method for the chosen logic
to compute the arguments, implementing a method to compute the attacks, and translating the results to use for
instance ASPARTIX [45] to find the extensions.
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Appendix A. Soundness, completeness and theorems of GK

In this appendix, we firstly give the proofs of the compactness and soundness of GK. Then we demonstrate that
the axiomatic system GK is complete. We show that it verifies the deduction theorems and that it is strongly sound
and strongly complete. Finally, we give the proofs of the theorems obtained with the Hilbert system.

A.l1. Compactness

Compactness theorems for modal logics allow to write semantic entailment on infinite sets of formulas but also for
syntactical GK-deductibility. Theorems 1 and 4 describes the equivalence between an infinite set of modal formulas
which is satisfiable, and the fact that there exists a finite subset of these formulas that is also satisfiable. The theorems
work for the GK-deductibility and we have the equivalence between an infinite set of formulas that implies a formula
and the fact there exists a finite subset that implies a formula.

Theorem 1. Let I be a set of formulas and ¢ be a formula.
T is satisfiable if, and only if, every finite subsets I'g Cy I' are satisfiable.

Proof.

(=) Let I" be a set of formulas s.t. I" is satisfiable and Iy C y be a finite subset of I'. Thus, there exists a model
M and a world w s.t. V¢ € T', M, w = ¢. And obviously, we have for all ¢ € 'y, since I'g C T', ¢ € I". Thus, there
exists a model M and a world w s.t. M, w |= ¢. We just proved that Iy is satisfiable.

(<) Let us assume a set of formulas I" s.t. for all finite subsets I'y C T, Ty is satisfiable. Thus, there exists a
model Mr, and a world w s.t. Mp,,w |= T'g. Let define S C 20 s.t. S := {I'y : Ty C I, T’y is finite}, and for each
S €S8, Fs:={S" €8:85 CS§'}. Let define the family F of all sets Fy with S € Sie. F := {Fs : § € S}.
Obviously, F is a filter on S. By Tarsky’s lemma [46], since every filter can be extended to an ultrafilter, there exists
an ultrafilter U s.t. F C U. Let ¢ € T", we have:

° F{¢} cu
o If S’ € Fyyy theng € S’
o If Fryy €S ={S' € S|IMy/,Iw: Mg/, w |= ¢} then S’ € U

By applying the £.0§’s Theorem [47]%, we now have that ¢ holds in the ultraproduct [] M /U.
scr
Consequently, [] My /U satisfies all formulas in T.
scr
O

Theorem 4. Let T be a set of formulas and ¢ be a formula.
T' - ¢ if, and only if, there exists a finite subsets I'y C I" such that Ty I ¢.

3Despite the proof of the L.o$’s Theorem [47] must be adapted for GK, it intuitively follows from the fact that the theorem is proven for
first-order logic and that it exists a standard translation for n-ary modal logic to first-order logic [23].



Proof. (=) Let us assume I' - ¢. Since the GK-deductibility implies the existence of a finite sequence of formulas,
we have ¢1,...,¢y € T s.t. forall k € [|1, N|], ¢ is either an axiom or is deduced from previous formulas by modus
ponens. Thus, Ty = {1, ..., ¢y} is finite and we have T'g  ¢.

(<) It directly comes from the augmentation hypothesis i.e. the axiom of PC - ¢ = (¢ = ¢). If there exists a
finite set of formulas I'g C I' s.t. 'y I ¢, then - 'y = ¢ (by finite deduction theorem 17). Thus, by modus ponens
and syllogism, forally € T, ToU{y} F¢.So,ToU U {y}t+¢. O

yer

A.2. Soundness
This section aims to prove the soundness of GK. In the sequel we consider any 7-frame C; = (W, {Ra}rco)-
Theorem 5. Modus ponens, all tautologies and uniform substitution preserves the validity.
Proof. (Trivial) [
Theorem 6. The rule of necessitation is valid, i.e. for all k € [|1, p(D)]]:

From =y i = V(1. .o k1. Vs Bt 1o - - Bp()) (NECY)
Proof. Let us assume by contraposition that i~ V(¢1, ..., ¢,). Thus, there exists M and w € W such that M, w =
NV(B1s s Pl Bp(ny). SO, Mow = A(=d1, . Bk () ). SO, there exists (vi,...,v,) € Ra(w), Vi €
[11,p(M)]], vi = —¢i. Thus, M, v |= —¢. Consequently, = ¢, O

Theorem 7. The axioms (K% ) is valid, i.e. for all k € [|1,p(N)]]:

': V(¢1,. iz a¢k = lﬁk?' ’¢p(A)) = V(¢1,. = ’¢k’-- -’¢p(A)) = V(¢1, e '7lﬁk’~- -’¢p(A)) (KkV)

Proof. Let us assume, by absurd, (Kkv) is not valid i.e. = V(d1,....0r = Yoo Bpny) = VI(d1, ooos Grs e
pry) = V(b1, ..o s Yks - .., $p())- Thus, there exists M, w such that:

M7W):V(¢1’--~’¢k:>¢/k’~~-’¢p(A)) (l)
AV (B1- s Bt s B @)
/\—|V(¢1,...,lﬁk,...,¢p(A)) 3

Thus, by (3), there exists (vi,...,vya)) € Ra(W), M,vi | =¢1,...vk F Wi, ... Vpa) F ¢pn). However,
by (1), for all (x1,...,x,) € Ra(w), M,x1 |= ¢1,0r...,0or M, x; = ¢ = Ui, ..., o M, X0y | Gpn)
and since Vi € [|1,p(A)|]\ {k}, M,v; E —¢;, we deduce that M, v, =~y A (¢ = ¥y). So, M, v, = —¢y.
However, by (2), V(y1,....Yp(a)) € Ra(w),3i € [|Lp(A)]]\ {k}, M, y; = ¢; or M,y |= ¢ and since, Vj €
(|11, p(D)]] \ {k} M, v; = =¢;, we deduce that M, v |= ¢. Contradiction. [

Theorem 8. The axiom of duality is valid i.e.:

': v(¢1""’¢p(A)) a4 _‘A(_‘¢1""’_'¢p(A)) (DuaIV)

Proof. Let us assume, by absurd, = V(¢1,...,¢,0)) & 2A(=61, ..., 7¢yn)). Thus, there exists M, w such that

Mow E V(D15 bp20)) NA(@15 ., B 2)) VAV (D1, Pp(n) AA (21, ..., 2dpa)). We need to prove
the contradiction for both side of the equivalence :

® V(1. s bpr)) NA(—1, ... dp)) (D
o V(1. bpn) N A1, T Bpn)) (D)



Let assume (1) there exists (vi,...,vyn)) € Ra(w), M,vi | —¢,..., and M,v,n) F —¢,n) and
V(Xl, .o ’x/J(A)) S RA(W),M,Xl ': ¢1, ..., O M,XP(A) ': ¢p(A)- So M,Vl ': —'¢1 A ¢1, ..., Or M,Vp(A) ':
o) N Pp()-

Let assume (2) it is not the case that (for all (v1,...,v,a)) € Ra(w), M,vi |= ¢, 0r...,0or M,v,0) | dp(n))
i.e. there exists (v1,...,V,(n)) € Ra(w), M,vi | —¢,...,and M,v,a) FE =dpn)-

Furthermore, it is not the case that (3(x1,...,X,a)) € Ra(w), M, x1 |F =1, ..., and M, x,(a) [ @p(n)) ie.
‘v’(xl, S ,xp(A)) S RA(W),M,xl ): $1, ..., OF M,XP(A) ': ¢p(A)' So M, vy ): —$1 N\ @1, ..., 0r M,Vp(A) ):
o) N Pp(2)-

Consequently, for (1) and (2) we deduce a contradiction. [

Theorem 9. The system GK is sound.

Proof. (Trivial) O
Theorem 10. The normal properties are sound, i.e. for all k € [|1,p(N)]]:

|: v(¢17""¢kAlpk"'"qﬁp(ﬁ)) < (V(¢1"-°’¢k»""¢p(A)) /\V(¢1»~~’¢k’-~~’¢p(A))) (NPV)
|: A(¢1»'~-’¢k/\wkv'--’(pp(A)) = (A(¢1"~'9¢k’-'-’¢p(A))/\A((ﬁl"“s(pk"--’(pp(A))) (NPA)

Proof. (NPy)
(=) It is obvious by applying the same reasoning as in the proof of Theorem 6 on = ¢ A Yy = ¢ and =
S Nk = Y.

(<) Let us assume by contraposition, there exists M, w such that:

M, w ): (V(¢1,...,¢k,...,¢p(A)) /\V(¢1,...,lﬂk,...,¢p(A))) A A(—'¢1,...,—|¢k\/—u[/k,...,¢p(A))

Since M, w ': (V(¢1, s Pl ,¢p(A))/\A(_‘¢1, ey O W, ?¢p(A))’ we have M, w ': A(—\¢1, ey W,
s TPppy)- But Mow = V (g1, ik, .., @y ). Contradiction.

(NPA) The proof is also obvious by applying the same reasoning as the proof of the necessitation soundness on

E ok AN = ¢ and = ¢ A = . O

A.3. Completeness

In this section we prove the completeness of the logic GK by using maximal consistent sets. Firstly, we define
maximal consistent sets for GK. Secondly, we give the proof of the completeness.

A.3.1. Maximal GK-consistent sets

First of all let us recall some well-known results about maximal consistent sets. A set of formulas X is inconsistent
if, and only if, Iy, ..., ¥, € X :F — /\:721 ;. A set of formulas X is consistent if, and only if, 3 is not inconsistent.
A set of formulas T is a maximal consistent set if, and only if, A" : T' C I'",T” consistent. It leads us to the well-
known Lindenbaum’s lemma: for all consistent sets of formulas T, there exists a set of formulas T” s.t T' C I and
I is a maximal consistent set (MCS). Let us consider a MCS T" and ¢, ¢ € L two formulas. We have:

(1) MCS1:ifT' - ¢ theng € T

2) MCS2: (pcTor—¢cT')and ~(¢p € T'and -¢ € T)
(3) MCS3: (p V¢ €T)if,andonlyif, p €T oryy € T
(4) MCS3’: (¢ ANy €T)if,and only if, ¢ e Tand y € T
(5) MCS4:if [(p =y €T)and (¢ €T)] theny € T’

(6) MCSS: = ¢ if, and only if, V['isa MCS ,¢ € T



A.3.2. Canonical model
We give the definition of the canonical model in GK.

Definition 19. The canonical model M¢ = (W¢, {R%4 }aco, V°) for GK is such that :

o W¥¢ is a non-empty set of worlds where each world is a MCS,
o Forall A € O,0(A) = (A, V):

YW, V1, Vpa) €W WR (VL. vpa)y) i and only if, V(1. ... dpny) €w = Tj € [|[Lp(A)]].¢; € v,
o V¢ : P — 2Wis an interpretation function such that Vp € P,w € V¢(p) if. and only if. p € w, i.e.
Vp e P,Vi(p) ={wlw e W A p € w}
We introduce the following notations in order to simplify the proof of the truth lemma.
W € WV (W) 1= {(81,- - 8p(2) [V (B1,- - Bp(a)) € W}

Yw € WEVi € [|1,p(A)]], VW) i= {8V (1, .o Bin- s o)) € W}

These notations bring Theorem 16. This theorem means that for all maximum consistent sets w where a formula
= AW1,....¥pn)) € w, there exists p(A) consistent sets {S }ie[j1,0(a)] Where for all i € [[1,p(A)[], ¢ € S,
Furthermore {S;}ic[j1,(a)) is such that for all V(¢y,....¢),...,¢,a)) € w at least one ¢; € S ;. Then by the
Lindenbaum’s lemma, it implies the existence of a maximal consistent set v; s.t. §; C v;.

Theorem 16. For all w € W if A(Y1,...,Ypn)) € W then there exists S1 C Vi(w),...,S,n) C V;(A)(w),
V(P1,. . dpny) € Vi(W),Fj e [|1,p(A)]],¢; € Sjand Vi € [|1,p(A)|],S; U{yi} is GK-consistent..

Proof. Letw € Wand ' = {V(¢(1) qb[()&)), e V( ), ¢£1(MA) )s...} € wbe an infinite set of formulas.

We define Vm € N*,C(") = {¢k k€ [|1,p(2)]]} be a set of formulas which represents the set and C = {C(") :
m € [|1,M|]}. Let T = (V, E) be the tree defined as:

Vi={g" V(" .e", el eTHU{T}

o E = {(x,y) € V? : Tk, 3Imy = (Z),({m),Elpathm = (X0 esXm_1) € V™ x9 = T, x(m 1y =
X € [[Lm — 1L WK, (xw—1) = ¢ Dxw = o)) € BV, SITY = (o) ¢ gln) e
path,,} is GK-consistent, S ™ := § "~ U {¢""} is GK-consistent}

We need to check that for all sets of choices (i.e. VC™ & (), there is at least one choice (i.e. 3¢]Em) eC ('")) s.t.

we maintain consistency (i.e. Ix,,—1 € V, (X—1, ¢,Em)) € E). Let us prove by recurrence the following statement :
Ve e ¢, 3™ € €™, A,y €V, (xm1.0") €

For m = 1, let us assume by absurd that: for all k € [|1,p(A)]], ¢,(<1 e c, S(l) {T} U {(Z),({l)} is GK-

inconsistent. So, Vk € [|Lp(A)[].F ~(T A ¢V). So, ¥k € [[Lp(A).F =) = Tie + ¢V = L. How-
ever, obviously, = =V(L,..., 1) and with (REv), we have - =V (¢; @ ¢[()(A)) and by (MCS5), we deduce
-V(¢y m ¢(1) )) € wand by (MCS2) V(¢; m ¢/()1)A)) ¢ w. Contradiction.

Now, for m’ = m—1, we assume the following induction hypothesis: Ei¢,£ml) eC (’”,), Fx—1 € V, (X —1, ¢,Eml)) €
E.



Let us assume by absurd that: V¢,Em) e C"™ Vx,_1 €V, (xm,1,¢,((m)) ¢ E. Thus, Vx,_1 € V,s.t. Ix,,_o €

Vv, (xm_g,qb,(cm*l)) € E, we have (xm_1,¢km)) ¢ E. By induction hypothesis we know that there exists at least
one x,_1 € V, st Ix,_o € V,(xm_g,qﬁ,gm_l)) € E. And so, there exists xg,...,Xu—1 € V,xo = T,Vm’ €

[[1,m — 1|, 3K, x = qﬁﬁ/,Vk,S,Em*l) is GK-consistent. Now let x,,_1 € V, and x,,_2 € V, s.t. (x,,,,2,¢,(<’"71)) €

E. But since (xm_1,¢,ﬁ’”)) ¢ E, we have, for all k € [|1,p(A)]], there exists ¥1,...,¥, € U S,Emil) U
JjEll1m—1]]
{ory st b= A W;AeM™). Thus, - A ¢; = —¢". Let us notice that all ; belongs to at least one
JEl1.x]] JENLA]
V(p1,....¥js s p(n)) € T'g by definition. Thus, by applying (VECy ), (Kv) and modus ponens, we easily show
that:

FAYG b)) = V(@B
j

Thus, by MCS5, A V(6,805 )) = ~V(#{",....8\7) ) € w.
J

Furthermore, A V(¢1,....¥j.....¢yn)) € w. Thus, by MCS4 and MCS2, we deduce V( (1m), . ,zl)p()'(")m) ¢ w.

j
Contradiction.

Let us notice that S; = S goo)’ s Spny = S/(;()OA)) where Yk € [|1,p(A)]], S,goo) corresponds to the infinite branch
of the infinite tree 7. This set exists because of the Konig’s lemma (i.e. for all infinite trees with finite branches,
there exists an infinite branch) and by definition of the building process we have ¥(¢1,...,¢,a)) € V*(w),3j €

Let us assume by absurd that the sets S1 € Vi(w),....Sya) € Via (W), A1, ..., ¥pn)) € w, there exists
i €[|1,p(A)]],S:U{y;} is GK-inconsistent. Since S; U {y;} is GK-inconsistent, there exists ¢1, ..., ¢, € S; such
that:

SN o) Aw)

JEll1ml]

By applying the Hilbert proof system, we have the following deductions:

N 4= (Def | )
JE[Lm|]
FV(Yi,.. . Wic, /\ G; = Wi Wit Wpn)) (NECY)
JE[Lml]
EV(=, ..o, /\ G; = Wi Wit 1, WpA)) (K%)
JElILm]]

= (V(ﬁllll,...,ﬁl,bi,h /\ ¢j,ﬁlﬂi+1,...,ﬁ¢1p(A)> = V(ﬁlﬂl,...,ﬁ(ﬂ,;l,ﬁlﬂi,ﬁ(ﬂprl,...,ﬁlﬂp(A)))

JE[Lm]]
EV (Y, Wi, /\ Gjs Wit 1s s Wp(n)) = V(Wi i Wi, Wp(a))  (MP)
JE[Lm]]
FCA VW Wi b Wi ) = (NPY)
JE[Lm]]
V(i i1, Wi, Wit 1, Wp(n))
F=( /\ V(= 1,. s Wit ¢ Wi 1, WpA)) (Def 1)

jelml]



NN (Y1, Wi, Wi Wit 1s e T Yp(a))
|—ﬂ( /\ V(—\lﬂl,...,ﬂlﬁi_1,¢j,—\lﬁi+1,...,—\lﬂp(A))/\A(lﬁ1,...,lﬁi,...,lﬁp(A))) (Dual"v)

JElILml]

If we define S = {V(ﬁlﬁl, e Wi, B Wi, ﬁ'vl’p(A))}jG[ll,ml] U {A(lﬂl, RN 1/ R lﬁp(A)))}, then
based on the previous Hilbert proof, we deduce that S is GK-inconsistent. However Vj € {1, ..., m}, (=41, ...,

Wi, ¢ Wi, . —\lﬂp(A)) € V*(w) if, and only if, V(—y1, ..., i1, @5, Wik, .. —\lﬁp(A)) € wand w
is a maximal GK-consistent set. Thus, /\';.:1 V(=Yi1, .o Wis1,0) Wit1, .. Wpny) € w (by MCS3’) and so
V(s oo Wit by Wit - Wo(ay) }jel1m)) 18 GK-consistent. Hence:

V(1,1 G Wit Woa)) el tm] © W

But since S is GK-inconsistent, we have that A(y1, ..., ..., 1% A))) cannot belong to w. Indeed by reductio
ad absurdum, if we have A(Y1,..., ¥i,...,¥,n))) € w, we would also have that /\;7:1 V(¥ ooy Wic1, 0,
Wity s Wpn)) A AW o Wi WUpay)) € w (by MCS3), and S would be GK-consistent, which is a
contradiction. Thus, A1, ..., ¥i, ... Ypn))) & W.

Consequently we proved that for allw € W if A(y1,...,¥,n)) € wthen there exists S1 € Vi(w),...,S,4) C
V;(A)(w), V(p1,.. s dpny) € Vi(w),Fj e [|1,p(A)]], ¢ € Sjand Vi € [[1,p(A)[],S; U {;} is GK-consistent..

O

A.3.3. Truth lemma
The following proofs are based on the degree of formulas. We recall the basic notion of a degree of a formula.

Definition 20. We define deg : L — N the degree function if, and only if, for all ¢, € L:
(1) Vp € P,deg(p) =0
(2) deg(~¢) = deg(¢) + 1
(3) deg(V (@1, ¢p(n))) = max{deg(¢:) : i € [|Lp(A)]]} +1
(4) deg(¢ N ) = max{deg(¢),deg(¥)} + 1
(5) deg(¢p V ¢) = max{deg(¢).deg(y)} + 1
(6) deg(¢ = ¥) = max{deg(—¢),deg(p)} + 1

We say that the degree of a formula ¢ is n € N* if, and only if, deg(¢) = n.
Lemma 2. Let ¢ € L be a formula, for all w € W¢:

M w = ¢ if, and only if, p € w
Proof. Let us reason by recurrence on the degree of a formula.

(Initialization) If ¢ € L is a formula such that deg(¢) = 0, i.e. there exists p € P,¢ = p. By definition of a
canonical model we have Yw € W¢, w € V(p) if, and only if, p € w.

(Heredity) Let us assume that for all formulas ¢ € £ and n € N* such that deg(¢) < n, we have for all
wE W M w = ¢ if, and only if, ¢ € w.

Let ¢, 0 € L such that max(deg(y),deg(8)) = n — 1. So we have for all worlds w € W, M, w E ¢ iffy € w
and M, w = @iff 6 € w. Furthermore we have M, w |= —y iff M, w E ¢ iff ¢ ¢ w. Then M, w = ¢ A 6 iff
MewEyand Mw EQiff y € wand 0 € wiff y A6 € w (MCS3’). Then M, w =y V 0 iff M, w = ¢ or



MewEOQiff gy € wor§ € wiff y VO € w (MCS3). Finally M, w = ¢ = 0iff M, w = - or M, w |= 0 iff
vdworfewiffy =0 ¢cw.

Let ¢1,....¢,n) € L such that max(deg(¢1),...,deg(¢yn))) =n—1andw € W°.

Let us show that the heredity holds for V modalities by double implication.

(=) Let us assume by contraposition that V(¢1,...,¢,a)) ¢ w and since w is a maximal GK-consistent set,
we have =V (¢1,...,8,0)) € wie A(=¢1,...,7¢yn)) € w by applying MCS4 on the duality axiom. By
Theorem 16, we have that there exists S1 C Vi(w),...,S,a) C V;(A)(w), Y(p1,....dpn)) € V¥(w),3j €
(11, p(A)]],¢; € S;and Vi € [|1,p(A)]],S; U {y;} is GK-consistent.

Thus, for all i € [|1,p(A)]], S; U {—¢;} is GK-consistent and so, by the Lindenbaum’s lemma, there exists v; €
We:§; U{=¢;} Cv;and v; is maximal GK-consistent set. So we have —¢; € v; and, by definition of R¢, we have
WRE(Viy ey Vigenes Vo( A)). Furthermore, we have ¢; ¢ v; and, by induction hypothesis W€, v; ¥ ¢;. So since there
eXiSts V1, ..., Vp(a) € Wi WR(vi, ..., vp(ay) 2 Vi € [|1,p(A)]],vi E —¢i, we have M, w = =V (¢1,....80)),
ie. M wkE V(¢1, . ,¢p(A)).

(<=) By contraposition, let us assume that M, w ¥ V(¢1,...,¢pn)),i.e. M w |= 2V (d1,...,¢pn)). So there
eXiSts Vi,...,Vpa) € Wi WR(V1, ..., vp(a)), Vi € [|Lp(A)[], M, v; |= =¢i. So M€, v; ¥ ¢; and by induction
hypothesis, we have ¢; ¢ v;. However, since ¢; ¢ v;, by definition of R¢, we have V(¢1,...,¢,n)) ¢ w.

(Conclusion) So we have shown by recurrence that:
Vo € L,Yw e W : M, w = ¢if, and only if, ¢ € w
O

Now that the link between validity and GK-consistent maximum sets has been demonstrated, we can prove the
link between our canonical model and the proven formulas in our axiomatic system.

Lemma 3 (Truth lemma). Let ¢ € L be a formula and w € W°,
MEw = ¢ if, and only if, F ¢
Proof. Let ¢ € L be a formula and w € W¢. We have M€, w = ¢ iff (by Lemma 2) ¢ € w iff (by MCS5) - ¢. O

‘We need also an obvious lemma which describes the fact that the canonical model of GK is a GK model.
Lemma 4. The canonical model M€ is a GK-model.

Proof. The proof is obvious by definition of the canonical model and since we do not consider any constraint on
the 7-frames. [

Theorem 11. The GK system is complete.

Proof. (Completeness) By definition, we have that for all valid formulas ¢ in the 7-frame C, ¢ is valid in all models
M on C. Thus, since the canonical model is a GK model from Lemma 4, ¢ is also valid in the canonical model M¢€.
So, from the Lemma 3, we have - ¢. Consequently, we have proved that the GK system is complete. [J



A.4. Deduction theorems

The GK-deductibility has various fundamental properties such as reflexivity, transitivity, and left weakening. We
first prove the deduction theorems for the case of finite set of formulas and thanks to the compactness theorems, we
extend these results to infinite set of formulas.

Proposition 2. Ler 3 and I be two finite sets of formulas in GK. It holds:

(1) Reflexivity holds i.e. if p € X, then ¥ - ¢
(2) Transitivity holds i.e. if ¥ - ¢ and {¢p} b o, then ¥ +
(3) Left weakening holds i.e. if X F¢pand X C T, thenT' - ¢

Proof. Let X and I be two finite non-empty sets of formulas in GK.

(1) If ¢ € X, then since |- ¢ = ¢, by definition of GK-deductibility, we have 3 - ¢.
(2) If X+ ¢ and {¢} I ¢, then there exists 1, ..., ¥, € 3 with n € N* such that:

Consequently, we prove that X - .
B) If ¥ F ¢ and X C T, then there exists ¥, ..., ¥, € X with n € N* such that:

Since Y1, ..., ¥, € X and X C T', we have ¢q,...,¢, € I'. Thus, we prove that " - ¢.
O

We prove now the deduction theorems of GK. We first recall the definition of a model of a set of formula.

Definition 21. Ler X be a set of formulas and ¢ be a formula. Y. semantically entails ¢, written ¥ = ¢ if, and only
if, for all models M of 3. (i.e. VW € Z, M E ), M = ¢.

Theorem 17. Let I be a finite set of formulas and ¢ be a formula. GK has deduction theorems (1) and (2):
(1) T F ¢ iff - T = ¢ (Syntactical form)
(2) T E ¢ iff =T = ¢ (Semantics form)

Proof. Let ' C £ be a finite set of formulas, ¢ and ¢ be two formulas of £. Let us show the syntactical form of the
deduction theorem (1).

(=) Let us assume that I' U {¢} F ¢. By definition of the GK-deductibility, we have that there exists ¥ =
{Y1,....¢,}, 2 C T U{¢} such that:

We have two cases to consider ¢ € 3 and when ¢ & 3.



a) If ¢ € 3, then there exists i € {1,...,n} such that yy = ¢;. So+ ( A Yi) Ay = ¢ by commutativity
ke{1,...n}\{i}
and by associativity of A. Then, - A U = (¥ = ¢). However for all k € {1,...,n} \ {i},yx € =

and so ¥y € I by inclusion. Consequently, thus I" F ¢ = ¢.
b) Ify € %, then for all i € {1,...,n},¥; # . We have

N w=¢

Consequently, since for all k € {1,...,n},y; € ¥ and so y; € T by inclusion. Thus, ' - ¢ = ¢.

So, we prove that if T U {¢/} F ¢ then T - ¢ = ¢.

(<) Let us assume that ' - ¢ = ¢. So there exists & = {y1,..., ¢, }, X C I' such that:

A vi= =)

ie{1,..,n}

Thus,

is a theorem. So we deduce that ¥ U {¢} - ¢. But since ¥ C T, by left weakening, we immediately deduce that
FTU{y}t ¢ Thus,if T'Fy = ¢then T U {y} + ¢.

Conclusion, we prove that I' - ¢ iff - T = ¢.

The semantic version of the deduction theorem (2) immediately follows:

FEy=¢iff (VM : ifMET, then MEy = @iff VM MET = (y = ¢)iff YM: M E
IV -y Ve iff YM : M = (T AY) Vo iff YM : M = (T AY) = ¢iff M : if M =T U{y}, then M = ¢)
iffTU{y} E¢. O

Thanks to the compactness Theorem 4 on GK-deductibility all previous results hold for infinite sets of formulas.

Theorem 12. Let I" be an infinite set of formulas and ¢ be a formula. GK has the infinite deduction theorems (1)
and (2):

(1) U+ ¢ iff b T = ¢ (Syntactical form)
(2) T E¢iff ET = ¢ (Semantics form)

Proof. Let I" be an infinite set of formulas and ¢ be a formula,

(1) (=) If " - ¢, thus there exists I'y C I" by the compactness theorem 4 s.t. I'y = ¢, thus by the finite deduction
theorem 17, we have - I'y = ¢. Then, by notation since I'j is finite and s.t. ' C I', and because we have the
compactness theorem, we allow the notation - I' = ¢.

(<) If - I' = ¢, by notation, it means, there exists 'y C; I' s.t. = I'g = ¢. By deduction theorem, we have
'y F ¢ and thus, by compactness theorem 4 we have I' - ¢.



(2) We have the following proof :

I'E¢
iff VM, if M =T then M = ¢
iff VM, if Vg C; T, M = T then M = ¢

iff U Lo k= ¢

oC,T
iff A0 C; T.T = ¢
iff AT gf T, ): Iy = 1)

it =\ (To=9)

IoC,T

iff =( /\ To)=¢
IoC,T
iff =T = ¢
O

A.5. Strong soundness

ey
@
3
“
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We demonstrate now the strong soundness of GK. The strong soundness is an almost immediate consequence of

the soundness and the semantic weakening that we demonstrated previously.

Theorem 13 (Strong soundness of GK). Let I' be a set of formulas of GK, we have that the system GK is strongly

sound, i.e. ifT'F ¢ then T |= ¢.

Proof. LetI be aset of formulas of GK, ¢ be a formula of GK. Let us assume that I" I ¢, so there exists 1, . .

/NS

T such that yq A ... Ay, = ¢. Thus, by soundness we have |= ¢ A ... Ay, = die |-y V...V, V. So:

Eoyr VoV, v N ove

eIl

Thus, by applying the rule of De Morgan, we have:

- A\ eve

0ETU{Y1,otin }

However since {¢1,...,¥,} C T, wehave ' U {¢1,...,¥,} = I and so (semantic weakening):

E-/\ove

ocT

Consequently, we have VM, if M =T, then M = ¢. Thus, we have proved thatT' = ¢. O



A.6. Strong completeness

The GK system is strongly complete. In order to demonstrate the strong completeness of the system, we need
the next lemma, denoted Lemma 5. This lemma means that for all consistent sets I', there exists a world w in the
canonical model where all ¢ € T', W, w |= ¢.

Lemma 5. For all GK-consistent sets I" of formulas, there exists a world w € W€ in the canonical model M€ such

that M¢,w =T, e Vo € T : M w = ¢.

Proof. Let M€ be the canonical model. Let I' be a GK-consistent set of formulas. By applying the lemma of
Lindenbaum, there exists a maximal consistent set of formulas IV such thatI' C IV and IV € W*. Letw = I denotes
the possible world in W°. We have V¢ € TV : M, T' =g, andsoVp € T': M T Epie. Vo €T : M w = ¢.
Thus, we have proved that for all GK-consistent sets I', there exists a world w € W€ satisfying all formulas of I in
the canonical model M¢. [

Finally we give the proof of the strong completeness of GK.

Theorem 14 (Strong completeness of GK). Let ¢ € L be a formula. For all sets I' C L of formulas, we have that
the system GK is strongly complete i.e. if T = ¢, then T F ¢

Proof. By contraposition, let I' C £ be a set of formulas such that I' I/ ¢, we have that ' U {—¢} is a GK-
consistent set. Indeed, by absurdity, if we have I" U {—¢} is GK-inconsistent, then we would have that there exists
1,y € Tsuch that = —(yYy A ... A, A —¢), and so we would also have - (1 A ... Ay,) = ¢. However by
deduction theorem, we would deduce that T' U {¢/1,...,¥,} F ¢, i.e.T' F ¢, which contradicts the hypothesis T" I/ ¢.
Thus, by lemma 5, there exists a model M (the canonical model) and a world w such that M, w | T'U {—¢}, i.e.
M,w =T and M,w = —¢. Consequently we have proved that there exists a model M such that M, T" = ¢. O

A.7. Theorems of GK
In this section we give the proof of the generalized normal properties.

Theorem 2. The rule of equivalence is verified, i.e. for all k € [|1,p(A)]]:

From b ¢ < Uy i V(1. ..o, bpn) € V(B1a o Wk Bp(r)) (REY)

Proof. (RE!)

For a sake of readability and because the theorem is obvious, we give here the steps of the proof. First, considering
that (¢ < W) = (b = ¥ A = &), then applying (NECS) on ¢ <y, then applying (K%) on each side of
the equivalence, and finally applying modus ponens let possible to deduce the theorem for V modalities. [J

Theorem 3. The normal properties hold, i.e. for all k € |

Lp(D)]]:

- V(¢1,...,¢k/\lﬁk,...,¢p(A)) & (V(¢1,...,¢k,...,¢p(A)) /\V(¢1,...,l[/k,...,¢p(A))) (NPkV)
- A(¢17""¢k/\wka""gbp(A)) = (A(¢17'-"¢k7""¢p(ﬁ)) /\A(qﬁl"‘"lpk»""¢p(&))) (NPkA)



Proof.

(NPY)

=)
F ok A = dr (Elim,)
EV(g1,..., S Nk = Prs - - - Bp(2r)) (NECY)
FV(P1, s Gk Ak = Brse s () = (KY)
(V1o O Ay b)) = V(D1 Prse s ()
FV(¢1,..., G Ny - -, bpry) = V(d1,..., Dtr - - - » Bp(r)) (MP)
F e Ak = i (Elim,)
FEV(@1, s G A = Yis -5 Pp(n)) (NECL)
FV(di,..., Sk N = Yy .. o)) (KY)
= (V(¢1,..., i N -, bo(rn)) = V1, ..., Ui - bp(r)))
FV(¢1,..., Sk Ak - - - bp(r)) = V(d1,..., Vs Do) (MP)
FV(d1,..., Gk ANk - Bp0)) = (V1. Brs s Pp(2)) ANV (1, .0, Uks - Pp(n))) (Intron)

(=)
F = (W = dx A ) (Intro,)
EV(@1,. b= Wk = S Adi)s -5 Bpn)) (NECY)
FVi(g1,..., S = Wk = S Ak)s- .-y Bp(r)) = (KY)

(V(B1se s Bl s Bo() = V(B1see sl = Gk At b))

EV(@1se s Phon s Bpr)) = VI(D1se sk = Sk Aiks -5 D)) (MP)
EV(P1s stk = Gk Ao Bp(n) = V(B1e oWk Bpn) = V(D1 Ao Bp(n))  (KE)

l_ v(¢1 """ ¢k """ ¢p(A)) = (V(¢1 ''''' lpk """ ¢p(A)) = V(()bl """ ¢k A 'ﬁk """ ¢p(A)) (MP)
EV(@1s s P s bp(2) AV (B Wks o5 o)) = V(1o Gk At - Bp(2)) (MP)
(NPY)

F o A = i (Elim,)
F =y = (e A i) (Contrap.)
= V((f)l ..... Wy = ﬁ((ﬁk AN lﬁk> ..... ¢p(A)) (NECkV)
FV($1,..., Y = = (dx A, - . ., Bo(r)) (KY)
= (V(P1,- .o Wi o) = V(1,2 (D Ak), -5 Bpa))

EV(O1, s W o) = V(@15 (B AYE), - Bp()) (MP)



E V(1 (B Ai)s e Bpn) = V(D1s s Wik Bpn)) (Contrap.)
FA(GL, b Ak, ,ﬁ(ﬁp(A)) = A(—dy, .. .,lﬁk,...,ﬁ(]ﬁp(A)) (Dualy)
FA(S1, ... bk /\lﬁk,--~7¢p(A)) = A(¢1, .. .,lﬁk,...,qﬁp(A)) (USub: Vi € [|1, p(M)|]\ {k}, @i — —¢))

By applying the left conjunction elimination, we deduce the following theorem:

EA(G1s sk Ak 5 Do) = D(P1se s s o5 o)) (MP)
Finally, we obtain the desired result by applying the modus ponens on the conjunction introduction:
FA(@1, b A, - .. s¢p(A)) = NP1y Wy 9¢p(A))] (Syll.)
= [(A((pl’ e 9¢k A Wk’ e ’¢p(A)) = A((}Sl» s ’¢k’ cee »¢p(A)))

= (A1 Bk At b)) = (A(D1 s Bs e b)) AD(BLa ks - b))
FA@L O A o)) = (A(D1s s Oks oo s Bp(2)) A A(D1se e Ws - Bp(n))) (MP)

O
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