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SUMMARY

Over the last few years, autonomic network and service management has emerged as a serious alternative
to traditional management approaches. In these systems, distributed entities, called autonomic managers,
perform monitoring and control operations in an autonomous and decentralized way. The monitoring con-
sists of providing indicators on the state of the system. Several monitoring solutions have been proposed to
enable autonomic managers to obtain a partial or complete knowledge of an indicator through aggregation
processes. Such a profusion of solutions raises important questions regarding the choice of an aggregation
scheme in a particular operational context and for a particular management information because each class
of solution presents different benefits and weaknesses. That is why, in this paper, we present the result of
our study of decentralized aggregation schemes for autonomic network and service monitoring. The contri-
bution is twofold: (i) a survey of decentralized aggregation schemes based on a refined taxonomy; and (ii)
the results of an evaluation campaign we performed to compare typical aggregation schemes. These results
highlight the context, in terms of the managed network behaviour as well as information dynamics, in which
each aggregation scheme outperforms the others, thus helping autonomic management system designers in
choosing the best scheme for their management purpose. Copyright © 2014 John Wiley & Sons, Ltd
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1. INTRODUCTION

Over the last few years, numerous approaches have emerged in order to manage networks and soft-
ware services in a decentralized and autonomous way. Initiatives such as autonomic computing [1,2]
or organic computing [3–5] proposed, even through by different means, to build autonomic systems
that are self-configuring, self-healing, self-protecting and self-optimizing. In these autonomic systems,
autonomic managers (AMs) are distributed management entities that cooperate to perform monitor-
ing and control operations. If traditional management frameworks rely on a centralized architecture in
which information is gathered in a single point and decisions are taken by a central authority, auto-
nomic management frameworks distribute the management operations to AMs that are potentially
embedded in all managed elements, leading to fully decentralized architectures [6,7]. Although dif-
ferent levels of distribution are possible, fully decentralized approaches are the most promising ones
regarding their scalability and resilience while being the most challenging in terms of performance and
complexity. Indeed, in that context, all management operations that can be divided into monitoring and
control have to be reconsidered.
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Monitoring is in charge of providing information about the managed system (network or software
service) to control processes embedded in AMs to form local control loops. This information can be
raw data extracted from the local managed element through a local instrumentation (or from a remote
one), or a global indicator resulting from the aggregation of data coming from different managed
elements. As a consequence, if the monitoring operations performed by traditional centralized architec-
tures only consist of the collection of information, monitoring in autonomic management frameworks
means collecting information and also disseminating it to all interested AMs. Thus, it extends the func-
tionalities of monitoring from only the collection to both the collection and dissemination. Considering
both functionalities for aggregated information is even more challenging in terms of accuracy, consis-
tency and availability of monitored information, as they induce distributed operations that potentially
imply all AMs and that are critical because their quality of service impacts the overall performance of
the management system.

To this end, numerous decentralized schemes have been proposed to build scalable, robust and accu-
rate distributed monitoring solutions. For example, on the one hand, situated views (SVs) [8], in which
each node has the knowledge of a subset of the network nodes, have been proposed to build highly
reactive autonomic management systems. On the other hand, global views (GVs), where global aggre-
gates are computed and disseminated on each managed element to infer the overall state of the network,
have emerged as an extension of traditional centralized solutions, thus bringing more accuracy than
SVs at the cost of larger convergence time.

As a result, management system designers aiming to deploy autonomic monitoring infrastructures
are faced with numerous solutions, each presenting its own benefits and drawbacks. For example,
gossip schemes are less sensitive to faults and dynamics than tree-based schemes and enable both the
collection and dissemination of information, but they need more communication, computation and
time to converge. Moreover, to the best of our knowledge, no study comparing each class of solution in
the same generic context has been performed to date. Indeed, the performance evaluation of schemes
has been performed by their authors as partial proof of their proposal validity. As a consequence,
evaluation contexts (e.g. metrics, range of values, impacting factors and scenario) are different from
one evaluation to another, making a straight comparison of proposals hard to establish.

In this paper, we propose a comparative study of the performance of situated and global schemes
that can be considered for the monitoring operation of autonomic management frameworks. Within
it, we especially focus on aggregation rather than dissemination because it is the most challenging
owing to its composition of both distributed computing and communication aspects. One can note that
some of the schemes we consider are not restricted to autonomic management and can also be used
in standard monitoring frameworks by centralized control entities or by the human administrator for
reporting purposes.

Our contribution is twofold. The first contribution is a survey of current decentralized aggregation
schemes that can be considered as the monitoring operation of autonomic management systems. It
proposes a refined taxonomy that classifies them according to the network structure they rely on, their
propagation technique, the view they provide and their use of neighbourhood information in commu-
nication. The second contribution is a performance evaluation. To that aim, we implemented three
representative aggregation schemes: the first one is situated, the second one is global and gossip based
and the third one is global and tree based. We have compared them according to standard evaluation
criteria that are convergence time, computation and communication costs, scalability and accuracy, and
we show in which operational context and for which kind of information a scheme outperforms the oth-
ers. Such an evaluation is intended to provide guidelines for autonomic management system designers
towards the choice of an approach given the nature of the monitored information and the operational
context it will be deployed on. Because such a study could consider numerous criteria leading to an
explosion in the number of collected results, we have defined a perimeter that, while intended to cover
a wide range of applicability, bounds and limits our results. These are: (i) the use of an autonomic man-
agement scenario built upon an overlay of uniformly distributed nodes; (ii) the use of a linear model
as an abstraction of management information; and (iii) the sole consideration of quantitative metrics
as evaluation parameters.

The paper gathers in a single place the work already presented by Makhloufi et al. [9–11]. Their
first paper [9] surveys the current approaches for decentralized aggregation in autonomic monitoring;
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their second paper [10] presents a comparison of global versus situated schemes in a static context; and
their third paper [11] evaluates the impact of dynamics on aforementioned aggregation schemes. Also,
it extends this previous work by providing an extended state of the art of aggregation protocols and by
enhancing the analysis of their performance up to the qualitative analysis of the context in which one
protocol outperforms the others.

The paper is organized as follows. We first present the related work on the evaluation of decen-
tralised aggregation schemes in Section 2. We give an overview of aggregation functions, and we
propose a refined taxonomy for these schemes in Section 3. Then, we survey the existing global and
situated proposals in Section 4. We describe the aggregation schemes that we have implemented from
each category in Section 5. Subsequently, we present our evaluation results in Section 6. Finally, we
conclude and present our perspectives in Section 7.

2. RELATED WORK

Because of the emergence of numerous decentralized aggregation protocols, many studies have been
performed in order to compare their performance [12–16] in the context of network management.
Other surveys have been performed in the context of wireless sensor networks [17–27].

Bawa et al. [12] proposed a set of decentralized aggregation schemes for estimating basic aggregates
on a peer-to-peer (P2P) network. They compared one gossip-based aggregation scheme, Propa-
gate2All, that uses a diameter for denoting the upper bound to which the network is known, with two
tree-based aggregation schemes, which are as follows: (i) SingleTree, where a node broadcasts a query
to build a spanning tree on the network; and (ii) MultipleTree, an enhancement of SingleTree that cre-
ates several independent spanning trees rooted at the querying node. This study shows that the tree
outperforms the gossip in terms of time, communication and computation costs, but the latter is more
accurate under churn. If this work is a first step towards the establishment of criteria that lead to the
choice of a scheme for an aggregation purpose, their use of a static and dedicated topology (snap-
shot of the Gnutella network) restricts the applicability of the results to their own operational context.
Also, the authors only compared global schemes and did not include the situated schemes in their
comparison, while it is commonly used in autonomic network management.

Wuhib et al. [13] presented gossip-based Generic Aggregation Protocol (G-GAP), a gossip protocol
for the continuous monitoring of aggregates where the trade-off between the estimation accuracy and
the overhead can be controlled. G-GAP is an extension of the push-synopses scheme discussed in the
work of Kempe et al. [28]. It tends to overcome the mass loss problem and renders the protocol robust
against crash failures. The authors compared G-GAP with Generic Aggregation Protocol (GAP), a
tree-based aggregation protocol that we describe in the next section. Contrary to the study of Bawa et
al. [12], this evaluation shows that GAP outperforms the gossip protocol for comparative overhead, in
terms of both accuracy and robustness, leading to the conclusion that, as compared with [12], evalua-
tions bring different results according to the operational context they consider together with the tuning
of schemes.

Birman [14] discussed the strengths and limitations of gossip schemes. On the one hand, the author
presented their advantages: simplicity, rapid convergence, bounded load on nodes, topology indepen-
dence, easy local information discovery and finally robustness to transient network disruptions. On
the other hand, according to him, the small bounded message sizes and the relatively slow periodic
exchanges limit the information-carrying capacity of a gossip algorithm. Furthermore, gossip scales
well in some dimensions, but not for all. For example, a steadily increasing rate of events can exhaust
the carrying capacity of the gossip information channel as the relatively slow rate of gossip can be
an obstacle. Gossip is also a community process where all the nodes are dependent upon the correct
behaviour of all other nodes. Therefore, a malicious or malfunctioning node can delay or even defeat
the aggregation. The authors did not provide quantitative comparison results, but only a qualitative
analysis of the gossip’s limitations and strengths.

Jesus et al. [15] discussed a large set of aggregation protocols, considering tree-based and gossip-
based protocols and some situated schemes with respect to their underlying aggregation function.
They highlighted that tree-based protocols require a specific routing structure (e.g. spanning tree) to
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operate. Thus, those protocols are very cheap in terms of message exchanges but sensitive to churn and
link failures. A solution consists in using other kinds of protocols that do not require such a specific
network structure. SVs based on local neighbourhood are very fast, fault tolerant but unprecise. SVs
based on random walk sampling are slower and less fault tolerant, but more precise for counting
operations. Finally, gossip-based approaches are churn resilient, precise but very costly in terms of
message exchanges. However, as in [14], this paper does not provide quantitative results, but only a
qualitative analysis of the protocols’ properties.

In the context of wireless sensor networks, some surveys [19,22,23,25,26] are out of the scope
of this paper as they primarily focus on security and encryption schemes that can be embedded in
aggregation protocols without discussing aggregation performances. The other surveys focus on aggre-
gation protocol performance under resource consumption constraints [17,18,20,24,27]. The authors
compared tree-based approaches, gossip-based approaches (called multi-path approaches) and cluster-
based schemes. They also considered push-based schemes where the nodes are active participants
and diffuse proactively their data to the sink and pull-based schemes where the nodes transmit
their data when requested by the sink. Except for [17], those studies have compared the protocols
on the basis of their original article without new experiments. These studies highlighted that the
aggregation protocol performances are tightly coupled with the network infrastructure. For instance,
[17] has shown that the latency caused by tree-based aggregation is proportional to the number
of hops between the sink and the farthest source. All those studies agreed with the fact that tree-
based and cluster-based protocols have proven to be effective in network topology management,
energy minimization and data aggregation but are sensitive to churn and link failures. But even if
these surveys highlighted the fact that cluster-based and tree-based approaches seem more inter-
esting for wireless sensor networks because of their low energy cost, they did not provide quanti-
tative results.

As a conclusion, current evaluation studies exhibit different performance results of aggregation
schemes for autonomic monitoring. Such divergences are mainly due to the lack of a common evalua-
tion framework that would enable a direct comparison of proposals. Moreover, the tuning of protocols
to the context they are evaluated in also makes the identification of global properties and accurate
deployment contexts important. Finally, while being commonly used for the monitoring in autonomic
network management systems, the situated schemes have never been confronted to global schemes.
This is why the research effort we present in this paper is: (i) a state-of-the-art aggregation scheme
that can form the monitoring operation of autonomic management systems; and (ii) an evaluation of a
generic version of standard schemes.

3. AGGREGATION SCHEMES

In this section, we briefly present and define, in a general way, the concepts related to the aggregation
of data and propose a taxonomy for distributed aggregation schemes that can be used in a network-
ing context (e.g. grids [29], P2P [30], mobile ad hoc networks or sensor networks [31]). In the next
sections, we will focus our study on those that can be considered for autonomic management purposes.

3.1. Definition

Aggregation is a process that consists in combining several numerical values into a single represen-
tative value, and an aggregation function performs this operation [32]. The basic aggregate functions
are counts, sums, averages, minima and maxima [33]. However, advanced aggregates can be com-
puted from those simple aggregates such as approximated counts [34], histograms [35], parameter
estimations [36,37], spectral analysis [38] or random linear projections [39].

As aggregation functions are mathematical functions, they are mainly centralized. However, in net-
work management, network operators are interested in some statistical data allowing a decentralized
monitoring of distributed resources such as free storage space, number of files shared or active nodes,
loads on critical components and average lifetime of a node. Consequently, aggregation in network
management is intended as a summarizing mechanism of the overall state within the network [40].
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It refers to a set of protocols that produces an indicator to evaluate a global property of a system.
Hence, these functions allow a local and autonomous access to a global information in order to
simplify the monitoring in distributed system. For example, an aggregate that reaches a specific value
(i.e. threshold) may trigger the execution of some operations.

3.2. Classification of aggregate functions

As the amount of distributed data is becoming increasingly important owing to the large number of
nodes in networks, there is a need to design an efficient and decentralized approach to manage these
data [41]. Moreover, such approaches need to take into account the network domain specificities, such
as redundant information or node dynamics. To this end, Madden et al. propose a classification of
aggregate functions according to four properties [42] that we recall in a summarized way later in the
text and that we illustrate in Table 1:

� Duplicate sensitivity: Duplicate-sensitive aggregates change when a duplicate reading is reported
(e.g. when a node sends results to multiple parents, it can be counted multiple times).
� Exemplary versus summary: An exemplary aggregate returns one or more representative values

from the set of all values, while a summary aggregate computes some properties over all values.
� Monotony: In monotonic aggregates, when two partial aggregates s1 and s2 are aggregated into
s0, we have 8s1; s2 s0 � max.s1; s2/ or 8s1; s2 s0 � min.s1; s2/.
� Partial state: It is the amount of information required for each partial aggregate record. For exam-

ple, a partial average record consists of a pair of values, whereas a partial count record constitutes
only a single value. There are five subcategories of aggregates in this dimension: distributive [43],
algebraic [43], holistic [43], unique [42] and content-sensitive aggregates [44].

3.3. Classification of aggregation schemes

There are many aggregation protocols that can be used for the decentralized monitoring of an aggre-
gated information. In the literature, they are often classified in two prevailing categories: gossip-based
protocols and tree-based protocols. Nonetheless, considering only these categories hides many features
and differences. Thus, [18,20,23] proposed to consider both network structure (tree-based, gossip-
based and hybrid protocols) and propagation technique (reactive and proactive). In this paper, we
propose to refine this classification by introducing two other criteria enabling an exhaustive featuring
of aggregation schemes, namely neighbourhood information and network view. Consequently, in the
following, we consider these four classification criteria all together (network structure, propagation
technique, neighbourhood information and network view) as the ground of our taxonomy.

1. Network structure: According to the degree of network structure, aggregation protocols can
be classified into three categories: tree-based, gossip-based and hybrid protocols. In tree-based
techniques, nodes are organized into a tree , and computation is often performed hierarchically in
a bottom-up fashion [12,45,46]. Gossip-based aggregation protocols do not require a particular
structure, apart from being a connected network. A node contacts one or more of its neighbours
usually chosen randomly in each round and exchanges information with them [28,47]. Finally,
hybrid protocols combine a gossip-based communication mechanism together with a tree-based
structure for aggregation purposes. If several combining solutions exist, hybrid schemes can be

Table 1. Classification of aggregate functions according to the study of Madden et al. [42]

Max, Count, Average Median Count Hist
Min Sum Distinct

Duplicate sensitive �
p p p

�
p

Exemplary versus Summary E S S E S S
Monotony

p p
� �

p
�

Partial state Distributive Distributive Algebraic Holistic Unique Content sensitive
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exemplified by a tree-based aggregation structure in which each element stands for a cluster of
nodes aggregating information in a gossip way [40].

2. Propagation technique: It stands for the policy employed to trigger aggregation that leads
to the monitoring of given data. There are two propagation techniques: reactive and proactive
policies. Nodes use a reactive approach when they compute an aggregation function after having
received an explicit request from an AM. It corresponds to the explicit and potentially single
polling of an aggregate. By contrast, nodes use the proactive approach to compute aggregation
functions if this computation is not triggered by an explicit AM request. That case stands for
a continuous monitoring policy. For instance, a proactive scheme can compute an aggregate at
each time interval or when changes occur within the network [48,49].

3. Network view: It refers to the set of nodes that are considered for the computing of an aggre-
gate. An aggregate could stand for information computed from all the nodes that take part in a
managed system and thus provide a global view (GV) or be restricted to only a subset, often
determined through a topological criterion, and thus build an SV [8]. The topological distance,
given by a number of hops from the AM that requires an aggregate, is the most acknowledged
metric for setting the depth of the view. One can notice that aggregation schemes providing a
global view do not require the involved nodes to have a full knowledge of the others in the man-
aged domain. For instance, in a basic tree scheme, intermediate nodes only know their children
and parent and thus compute a partial aggregate that will eventually lead to a global aggregate
at the root. The latter will then be disseminated to all AM, thus providing them with a global
knowledge. Concerning the SV, an aggregation protocol is considered as a situated one when it
uses an explicit parameter that can be adjusted in order to have a view about some nodes or all
the network nodes.

4. Neighbourhood information: It determines if communication between nodes is based on a
blind or informed policy. In blind communication, nodes select neighbours to exchange informa-
tion uniformly at random or simply broadcast data to all of them. They do not use any additional
knowledge to control their communication policy. By contrast, informed communication meth-
ods use heuristics for node selection. In this case, a node explores or selects a subset of its
neighbours according to a specific knowledge or a non-uniform probabilistic distribution [49].

4. A SURVEY OF EXISTING SCHEMES FOR DECENTRALIZED AGGREGATED
INFORMATION MONITORING

In this section, we provide a brief overview of the main aggregation schemes that have been designed
over the last few years. If some of these schemes can be used in standard management frameworks
in which control operations do not rely on an autonomic approach, we have considered them because
they could even be candidates for monitoring purposes in autonomic management systems. Surveyed
schemes are synthesized in Table 2, which features them according to the four criteria identified ear-
lier. Also, considering the two classification criteria related to the network view and structure, in this
section, we provide a brief overview of their principle and operation.

4.1. Global view

In global aggregation schemes, the aggregation involves all nodes in the managed system. According
to the global data structure, these schemes are either tree-based or gossip-based protocols.

4.1.1. Tree-based aggregation schemes
Tree-based protocols use a hierarchical structure for computing aggregates in a bottom-up manner as
depicted in Figure 1. They allow exact values to be computed on the root under a no-failure scenario,
contrary to gossip-based algorithms where computation of exact aggregates depends on the conver-
gence time of the algorithm. They also induce a lower overhead by optimizing communication between
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Table 2. Taxonomy of aggregation protocols

Aggregation Network Propagation Network Neighbourhood
approach structure policy view information

Adam2 [50] Gossip Reactive Global Blind
A-GAP [51] Tree Proactive Global Informed
AllReport [12] Gossip Reactive Situated Blind
Astrolabe [40] Hybrid Proactive Global Blind
Binzenhofer et al. [52] Hybrid Reactive Situated Informed
DECA [53] Hybrid Proactive Situated Blind
DRINA [54] Hybrid Proactive Global Informed
Extrema Propagation [55] Gossip Proactive Situated Blind
GAP [45] Tree Proactive Global Blind
G-GAP [13] Gossip Proactive Global Blind
GRASS [56] Hybrid Proactive Global Informed
Haridasan et al. [57] Gossip Proactive Global Blind
LBA [58] Tree Reactive Situated Informed
LPS [59] Gossip Proactive Situated Blind
M-GAP [60] Tree Proactive Situated Blind
MultipleTree [12] Hybrid Reactive Global Blind
PM-GAP [60] Tree Reactive Situated Blind
Propagate2All [12] Gossip Reactive Situated Blind
RandomizedReport [12] Gossip Reactive Situated Blind
Randomized Gossip [61] Gossip Proactive Global Blind
SDIMS [62] Tree Reactive Global Informed
Sen [63] Gossip Proactive Global Informed
SG-GAP [64] Gossip Proactive Global Blind
SingleTree [12] Tree Reactive Global Blind
Spatial gossip [36] Gossip Proactive Global Informed
TCA-GAP [65] Tree Proactive Global Informed
Uniform gossip [28] Gossip Proactive Global Blind
Willow [66] Tree Proactive Situated Informed

A-GAP, Adaptive Generic Aggregation Protocol; DECA, DECentralized Aggregation;
DRINA, Data Routing for In-Network Aggregation; GAP, Generic Aggregation Proto-
col; G-GAP, Gossip-based Generic Aggregation Protocol; GRASS, Grid-based Routing
and Aggregator Selection Scheme; LBA, Lifetime Balanced data Aggregation; LPS,
Local Push-Sum protocol; M-GAP, Multi-Generic Aggregation Protocol; PM-GAP,
Pull-based Multi-Generic Aggregation Protocol; SDIMS, Scalable Distributed Informa-
tion Management System; SG-GAP, Synchronous Gossip-based Generic Aggregation
Protocol; TCA-GAP, Threshold-Crossing Alert Generic Aggregation Protocol.

nodes [57]. Nonetheless, there is generally a unique path from each node to the root in such protocols.
Thus, a failure of one node will cause the failure of the entire subtree below the failing one. Accord-
ingly, recovery mechanisms are required in a tree when an error occurs. The following is an overview
of standard aggregation protocols based on trees.

SingleTree [12] (tree, reactive, global and blind): SingleTree is a generic aggregation protocol
very similar to the Echo algorithm [67]. It is based on a spanning tree constructed on the network.
To this end, a querying nodes neighbours. The query is flooded over the network, and each node
becomes the child of the node that first transmitted the query to it. Once the spanning tree is built,
the aggregate is computed in a bottom-up fashion, each node waiting until it receives an answer
from all its active children to aggregate the answers and to send the result to its own parent.
Thus, SingleTree is a spanning tree-based protocol (tree) where the nodes react to an initial query
(reactive) flooded throughout the whole network (global) and hold no specific information on
their neighbourhood (blind).

GAP [45] (tree, proactive, global and blind): GAP is dedicated to the continuous estimation
of global aggregates that ground many existing aggregation protocols. To this end, GAP builds
and maintains a breadth-first search (BFS) spanning tree over the whole network and uses it to
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Figure 1. Tree-based aggregation

incrementally and continuously compute and propagate local aggregates back to the root, as in
SingleTree. However, each node maintains a table that contains information on itself and on each
living neighbour. This table is updated when a failure is detected, or when a new neighbour is
discovered. This knowledge is not used to control their communication of aggregates, but to com-
pute complex aggregation functions. Thus, GAP is a spanning tree-based protocol (tree) over the
whole network (global) where the nodes continuously propagate aggregates to the root (proactive)
and do not use specific information for their communication policy (blind).

Adaptive GAP [51] (A-GAP; tree, proactive, global and informed): A-GAP is an aggregation
protocol for the continuous computation of aggregates in a way to ensure scalability and robust-
ness [68]. To this end, A-GAP uses GAP to build and maintain a BFS spanning tree over the
whole network. Then, the local values residing at nodes are incrementally aggregated along the
tree. However, when the partial aggregate of a node changes, it sends an update to its parent if the
difference between the value reported in its last update and the current value exceeds a local filter.
Thus, A-GAP controls the overhead by filtering updates that are sent from nodes to the manage-
ment station passing by the root. The filters periodically adapt themselves to the dynamics of the
monitored variables and the network environment. Thus, A-GAP is a spanning tree-based proto-
col (tree) over the whole network (global) where the nodes continuously propagate aggregates to
the root (proactive) and use dynamic filters to control their communication policy (informed).

Threshold-Crossing Alert GAP [65] (TCA-GAP; tree, proactive, global and informed): TCA-GAP
is an aggregation protocol for the decentralized detection of threshold crossings. To this end,
TCA-GAP uses a spanning tree built with GAP. Then, the root raises an alarm whenever a man-
agement variable exceeds an upper threshold and clears this alert when the variable decreases
below a lower threshold. TCA-GAP tries to maximize the number of passive nodes in a system
through dynamic reallocation of local thresholds. A node is switched to a passive state when
its contribution is not needed (e.g. when a node finishes executing the GAP protocol to build a
BFS spanning tree, it leaves the active state to enter a passive state). When detecting a threshold
crossing, the node enters an active state. Thus, TCA-GAP is a spanning tree-based protocol (tree)
over the whole network (global) where the nodes continuously propagate aggregates to the root
(proactive) and use local thresholds to control their communication policy (informed).

Scalable Distributed Information Management System [62] (SDIMS; tree, proactive, global and
informed): SDIMS is a P2P-based system for aggregating management information. It is based on
the Astrolabe system [40] and aims to improve its robustness and scalability when faced with a
large number of nodes and a large number of data attributes. To this end, SDIMS relies on Astro-
labe for constructing a hierarchy of nodes and uses a distributed hash table (DHT) for exposing a
set of multiple aggregation tree overlays on top of managed elements. Thus, SDIMS is a spanning
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Figure 2. Gossip-based aggregation

DHT-based protocol (tree) over the whole network (global) where the nodes continuously propa-
gate aggregates to the root (proactive) and use the properties of the DHT to control and optimize
their communication policy (informed).

4.1.2. Gossip-based aggregation schemes
Gossiping is a technique that allows the spreading of information over a network. In basic gossip
algorithms [61], a random pair of neighbouring nodes is chosen each round to exchange information
and to update their local values, as shown in Figure 2.

According to [33], gossip-based protocols can be divided with respect to node selection into two
categories: uniform gossip and standard gossip protocols. In uniform gossip, each node chooses to
exchange information with a uniformly chosen node at each step [28]. In standard gossip, a node
chooses, according to a non-uniform probabilistic distribution, one of its neighbours [36,69].

Apart from network monitoring, because of their characteristics (e.g. decentralization, scaling and
robustness), gossip-based protocols have been considered in a wide range of contexts such as peer
sampling, ad hoc routing, reliable multicast, database replication, failure detection and data aggrega-
tion [70]. The large number of messages transferred from node to node in a gossip-like way over the
network is the main cause of a high overhead [14,28].

� Uniform gossip [28] (gossip, proactive, global and blind): Uniform gossip is a basic gossip pro-
tocol introduced by Kempe et al. [28] and Jelasity et al. [48] that can be implemented on any kind
of network. This protocol is proposed to support simple aggregate functions like min, max, aver-
age and count. To this end, each node periodically selects one of its direct neighbours uniformly
at random in order to exchange their information. When a node receives a new aggregate value
from a neighbour, it computes a new aggregate and updates its local state. During the aggregation
process, the distance between distributed partial aggregates progressively decreases, and nodes
converge to a unique global aggregate. Thus, Uniform Gossip is a gossip-based protocol (gossip)
over the whole network (global) where the nodes continuously propagate local aggregates to their
neighbours (proactive) chosen uniformly at random (blind). Let us notice that Wuhib et al. [13]
propose an extension of this protocol to provide accurate estimates in the event of node failures of
different types. Each node propagates a summary of its computation in the network, and in case
of failure, the other nodes can remove the former from their own computation.

Spatial gossip [36] (gossip, proactive, global and informed): Spatial gossip is a gossip protocol
dedicated to compute simple aggregate functions like min, max, average and count that can be
deployed over a network inside a metric space. To this end, each node is defined by coordinates
in this metric space, and then a node i selects one of its neighbours j with a probability propor-
tional to 1=d�, where d represents the distance between i and j and � is a constant parameter.
Therefore, a node closer to the sender has more chances to be selected as a receiver. Thus, spa-
tial gossip is a gossip-based protocol (gossip) over the whole network (global) where the nodes
continuously propagate local aggregates to their neighbours (proactive) chosen according to their
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distance (informed). Let us notice that spatial gossip is a generalization of the geographic gossip
algorithm [71] where � D 0.

Haridasan et al. protocol [57]: This protocol is a uniform gossip protocol that allows each node
to estimate the distribution of values held by other nodes. To this end, each node i maintains a
fixed-size array of k numerical values xi , which measure some variable of interest of the system.
Once a node i receives the array of values from a node j, node i has 2k values that are merged
into an array of size k by using data synopsis techniques [72]. Thus, this protocol is a uniform
gossip protocol (gossip and blind) over the whole network (global) where all nodes continuously
estimate a set of aggregates (proactive).
Adam2 [50] (gossip, reactive, global and blind): Adam2 is an aggregation protocol that computes
the cumulative distribution function over an attribute in a network. To this end, first, the proto-
col initializes a set of thresholds and runs two instances of basic gossip protocols: an averaging
protocol over the attribute and a counting protocol to estimate the size of the network. When the
averaged attribute reaches a threshold, the current number of nodes counted by the protocol is
associated to the latter. Finally, the set of all thresholds and the associated values allow Adam2 to
compute the cumulative distribution function. Thus, Adam2 uses several basic gossip protocols
(gossip and blind) over the whole network (global) where the nodes aggregate the data according
to a set of thresholds chosen by an AM (reactive).

Sen [63] (gossip, proactive, global and informed): This protocol is a standard gossip protocol
dedicated to limiting the communication within the network. To this end, it is initialized with a
precision parameter. Every node maintains an estimate of the current global aggregated value.
Each time a node receives new information, it computes a new global estimate, and then it gossips
this new estimate to its neighbours if the difference between the old and new estimates exceeds the
precision parameter. When a node receives an estimate from a neighbour, it only aggregates this
value if the difference between its own estimate and the one that has been sent does not exceed the
precision. Thus, this is a gossip-based protocol (gossip) over the whole network (global) where
the nodes continuously propagate local aggregates to their neighbours (proactive) chosen with
respect to a precision parameter (informed).

4.1.3. Hybrid aggregation schemes
In order to combine the benefits of both gossip-based and tree-based protocols, some protocols pro-
pose a hybrid approach. In such approaches, the aggregation protocol uses a gossip communication
combined with a tree structure.

MultipleTree [12] (hybrid, reactive, global and blind): MultipleTree is an enhancement of Single-
Tree that aims to provide robustness to the aggregation process. To this end, it creates k (typically
two or three) independent spanning trees rooted at a querying node. A request is flooded from the
querying node to the whole network in order to give the nodes a level (the length of the short-
est path from a node to the root). Then, each node picks uniformly at random k parents from its
neighbours that have a lower level than it has. Finally, the aggregate function is calculated in a
bottom-up fashion as in SingleTree. Thus, MultipleTree is a spanning tree-based protocol where
the nodes have several parents (hybrid), react to an initial query (reactive) flooded though the
whole network (global) and hold no specific information on their neighbourhood (blind).

Grid-based Routing and Aggregator Selection Scheme [56] (GRASS; hybrid, proactive, global
and informed): GRASS is an aggregation protocol dedicated to wireless sensor networks. It aims
to optimize the energy consumption within the whole network while maintaining a GV on a
given aggregate. To this end, the protocol partitions the network into several groups of nodes
that may overlap. Each group is coordinated by a special node, called master aggregator. A local
aggregation is carried out inside each group via a gossip protocol. Then, these local values are
propagated along a tree of master aggregators where the root is the sink. This tree is computed
offline thanks to a genetic algorithm in order to optimize the energy consumption of the whole
network. Thus, GRASS combines tree-based and local gossiping communications (hybrid) where
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a sink continuously monitors a given aggregate (proactive) on the whole network (global) and
uses offline optimization to control its communication policy (informed).

Astrolabe [40] (hybrid, proactive, global and blind): Astrolabe is a distributed information man-
agement scheme that monitors and reports to users the dynamically changing state of a set of
resources. To this end, it uses gossip to construct an overlay tree for computing aggregates. The
tree is only an abstraction of a hierarchical relational database, constructed using a P2P protocol
by agents running at each node. Each node keeps a local copy of the data for its own region and
summary data for the region above it on the path to the root of this hierarchy. When changes occur,
they are spread throughout the system using a gossip communication. Thus, Astrolabe uses both
tree-based and gossip-based communications (hybrid) where a root node continuously monitors a
given aggregate (proactive) on the whole network (global) and does not use specific information
for its communication policy (blind).

4.2. Situated view

Situated approaches propose to reduce the aggregation cost by limiting the knowledge of a node to
a bounded neighbourhood. Thus, in opposition to the global schemes where global aggregates are
computed over the entire network, each node computes a partial aggregate representing its partial view
by collecting data from its neighbourhood or a subset of the network nodes. The size of this view is
defined by a number of nodes or a number of hops, as shown in Figure 3.

4.2.1. Tree-based aggregation schemes
Multi-GAP [60] (M-GAP; tree, proactive, situated and blind) and pull-based multi-GAP (PM-
GAP; tree, reactive, situated and blind): M-GAP is an extension of GAP, where the partial
aggregates are available at all nodes. To this end, a node first computes a partial estimate of the
aggregate over the partial aggregates received from its children and its parent in the BFS span-
ning tree. In this case, an update vector contains not only a single partial aggregate as in GAP but
a list of partial aggregates too. Each node that receives an update vector uses that list to update its
local neighbourhood table. Thus, M-GAP is a spanning tree-based protocol (tree) where the nodes
continuously monitor (proactive) the set of partial aggregates computed by their neighbours (situ-
ated) without using specific information in their communication policy (blind). Let us notice that
there is an extension of M-GAP named PM-GAP [60] where each node pulls the update vectors
from their neighbours by punctual queries (reactive) instead of continuous monitoring.

Figure 3. Situated aggregation
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Lifetime Balanced data Aggregation [58] (LBA; tree, reactive, situated and informed): LBA is an
aggregation protocol designed such that at least p per cent of local data should be delivered to
a sink within time D after the data have been generated. To this end, the sink builds a spanning
tree where child nodes, while transmitting data to their parent, report their current lifetime, for-
warding aggregation delay, self-aggregation delay, data output rate and data input rate. Based on
this information, the parent node uses a strategy (analytically defined offline) to determine if it
will immediately increase (or decrease) its aggregation delay and if it needs to ask its children
to decrease (or increase) their aggregation delays. Thus, LBA is a spanning tree-based protocol
(tree) where an explicit subset of the network (situated) answers an aggregation request (reactive)
and uses specific information to optimize its communication policy (informed).

4.2.2. Gossip-based aggregation schemes
Propagate2All [12] (gossip, reactive, situated and blind): Propagate2All is a gossip protocol ded-
icated to compute an aggregate function on a subset of the network. To this end, a querying node
floods a query message with a parameter OD that denotes the upper bound to which the network
must be known. Each node that receives the query becomes active and computes its local aggre-
gate through a uniform gossip protocol. Each node stops 2 OD� time after it became active, where
� is the maximum delay between any pair of nodes. Thus, Propagate2All uses a uniform gossip
protocol (gossip and blind) where a querying node requests (reactive) a partial view on a subset
of the network (situated).

AllReport and RandomizedReport [12] (gossip, reactive, situated and blind): AllReport is an
aggregation protocol used to sample live nodes in an unknown network. To this end, a querying
node q sets a timer, equal to a given maximum round-trip time 2�, and broadcasts a query over
the network. Each node that satisfies the query sends the aggregation data directly to q. After
receiving the data, the querying node computes the aggregate and resets the timer to reach other
nodes. RandomizedReport is an extension of AllReport that aims to reduce the number of mes-
sages sent to the querying node. To this end, this node initiates a broadcast message that contains
a sampling parameter p, and it sets its timer to expire after OD� to reach all the nodes. A receiving
node replies to the querying node with probability p and passes the message to its own neigh-
bours. Thus, both protocols use a uniform gossip protocol (gossip and blind) where a querying
node requests (reactive) a partial view on a subset of the network (situated): a temporal sampling
for AllReport and a probabilistic sampling for RandomizedReport.

Local Push-Sum protocol [59] (LPS; gossip, proactive, situated and blind): LPS is an averag-
ing uniform gossip protocol that monitors only a partial subset of the network. To this end, the
nodes share their values with their direct neighbours only and calculate the aggregates character-
izing the sole spatial region they belong to. Thus, LPS is a gossip-based protocol (gossip) over
a subset of the network (situated) where the nodes continuously propagate local aggregates to
their neighbours (proactive) chosen uniformly at random (blind). Let us notice that Gouvas et
al. [73] have proposed an informed variant of LPS in order to converge faster by introducing a
precision threshold.

Extrema Propagation [55] (gossip, proactive, situated and blind): Extrema Propagation is a pro-
tocol dedicated to approximate the number of nodes in a given network at a chosen precision,
and in a short number of message exchanges. To this end, each node generates a vector of ran-
dom real numbers according to a known probability distribution (e.g. Gaussian or exponential)
and aggregates all the vectors through a minimum function with a uniform gossip protocol. In
each round, every node sends a message containing this vector to its neighbours, collects the
corresponding messages from them and computes the pointwise minimum of those vectors. The
resulting vector corresponds to a new distribution that can be used to infer the number of nodes by
a maximum likelihood estimator. Thus, Extrema Propagation is a uniform gossip protocol (gos-
sip and blind) where nodes continuously (proactive) estimate the size of the network at a given
precision (situated).
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4.2.3. Hybrid aggregation schemes
DECentralized Aggregation [53] (DECA; hybrid, proactive, situated and blind): DECA is a mon-
itoring protocol for structured networks based on DHTs. To this end, nodes are organized in
a hierarchy of self-contained clusters: topologically close nodes are organized into clusters of
fixed cardinality, and topologically close clusters are organized into super-clusters. Each node
periodically selects a random subset of nodes from its cluster and computes a partial aggregate
that is finally sent to a delegated node from the super-cluster. Then, an aggregate is computed
in a bottom-up way until the top of the hierarchy is reached. Thus, DECA uses both tree-based
structure and intra-cluster uniform gossiping communication (hybrid and blind) where each node
continuously monitors an aggregate for which the view depends on the node’s place in the
hierarchy of self-contained clusters (situated).

Data Routing for In-Network Aggregation [54] (DRINA; hybrid, proactive, situated and
informed): DRINA is an aggregation scheme for wireless sensor networks. To this end, a tree is
built from a sink node that acts as the root. Then, when a new event is sensed by a node, this infor-
mation is shared with its whole neighbourhood. Finally, the node that is closest to the sink node in
the tree is elected among all nodes that sensed the same event. This node is in charge of aggregat-
ing the local information and then routes the data to the sink through the tree. Thus, DRINA is a
tree-based protocol over cluster of nodes (hybrid) where each node continuously monitors (proac-
tive) a given neighbourhood (situated) and elects online the best node to route the data to the
sink (informed).

Binzenhofer et al. protocol [52] (hybrid, reactive, situated and informed): This protocol is a snap-
shot algorithm for Chord [74], a P2P system based on DHTs, to monitor a distinct division of a
network. To this end, the algorithm is called by an arbitrary peer to divide recursively the overlay
into contiguous subparts of a predefined size. Then, the first peer in the region creates a token,
adds its local aggregate and passes it to its immediate successor, which updates and passes recur-
sively the token until reaching the last peer in the subpart, which sends back the token to a central
collecting point. Thus, this protocol first uses a tree-based DHT and then directs neighbourhood
communications (hybrid) to allow an AM (reactive) to monitor distinct subsets of a given network
(situated) by using the properties of the DHT (informed).

5. EVALUATION STUDY

In order to highlight the different operational contexts in which an aggregation scheme outperforms
the others for autonomic management, we have implemented, for each previous aggregation category,
an abstracted version of a scheme that acts as a consensual representant of approaches proposed in the
state of the art. Thus, we have implemented two global schemes (i.e. tree and gossip) and one situated
scheme with different sizes of the node views. In this section, we present the management context in
which our study is placed, the algorithms we used, the factors that impact the performance of these
schemes and the way we can quantify these impacts through the definition of performance metrics.

5.1. General context

The general approach that we followed in order to establish the operational context in which aggrega-
tion schemes have been evaluated is guided by (i) the need to make results as generic as possible so
that they could be even partially adapted in further contexts by researchers or autonomic management
system designers and (ii) the need to stress the considered schemes to highlight their intrinsic limits.
Obviously, such an approach also presents its own limits given that all possible contexts cannot be
handled in a single study, making the reusability of results for very specific purposes limited.

From a management perspective, as depicted in Figure 4(a), we consider a full autonomic man-
agement system in which every managed element integrates an AM that operates with the others in a
purely decentralized way. The information it processes in local control loops (Figure 4(b)) is consid-
ered as a stream of data, leading to a continuous monitoring activity. This context covers numerous

Copyright © 2014 John Wiley & Sons, Ltd Int. J. Network Mgmt (2014)
DOI: 10.1002/nem



R. MAKHLOUFI ET AL.

Figure 4. (a) Our decentralized management use case. (b) The particular case of autonomic
management [2]

Table 3. Notations

Notation Signification

N Number of nodes in the managed domain
Xi Local aggregate of node i
Xrawi Raw (non-aggregated) value of node i
Xthr Threshold value leading to a control action in the managed domain
wi Weight of Xi
statei Local state of node i
h Maximum number of hops
Di Set of direct neighbours of node i
Li Set of nodes in the situated view of node i

management use cases such as the monitoring of the average traffic related to a specific service (such
as Hypertext Transfer Protocol as considered in the GAP paper and its followers) or the amount of
shared data in a P2P file-sharing network. The aggregation functions we consider are only mathemat-
ical ones because they represent the core of the monitoring activity in network and software service
management. We do not address complex aggregation functions such as compression or correlation.
In order to stress the protocols, we consider that managed elements are end hosts that are disseminated
over the whole Internet and thus connected through end-to-end communications. Thus, on the service
plane, it appears as a multi-domain management case where all managed elements are gathered in a
single management domain that forms an overlay. Managed elements hosted by terminals exhibit a
dynamic presence that leads to churn in the managed system. However, in order to keep the generic
aspect of our study, although they could stand for mobile devices connected by wireless networks, we
do not consider any energy aspect.

5.2. Implemented aggregation schemes

According to the classification of aggregation schemes presented in Section 4, three main aggrega-
tion categories emerge: tree-based, gossip-based and situated approaches. Moreover, when looking at
these schemes, it appears that their performance limits are mainly due to the intrinsic kind of approach
they rely on. As a consequence, most proposals are enhanced with additional mechanisms that (i) are
designed for a specific aggregation function, (ii) use specific knowledge on the monitored data. How-
ever, such enhancements do not allow a clear identification of the context in which they are most
suited. This is why we have chosen to implement one representative scheme from each of these aggre-
gation categories. We only implemented the basic operations for each scheme, which are often based
on the proposal of a legacy approach that has led to several subsequent improvements, so that a clear
contextual area could be highlighted.

Copyright © 2014 John Wiley & Sons, Ltd Int. J. Network Mgmt (2014)
DOI: 10.1002/nem



A STUDY OF AGGREGATION SCHEMES IN DECENTRALIZED NETWORKS

All the notations used in this part are summarized in Table 3.

5.2.1. Tree
In this category, we implemented a proactive push tree-based aggregation scheme that acts as a basic
abstraction of the GAP [45] and SDIMS [62] schemes. Our scheme consists in both collecting and
computing aggregates (in a bottom-up way) but also diffusing them (in a top-down way) to a man-
aged community. Thus, after convergence, each node of the tree will have the same global aggregate,
contrary to classical tree-based schemes where only the root maintains a global aggregate. We assume
that the diffusion part is performed through the use of any existing approach that could be, for exam-
ple, multicast-based in case of a single-domain management or an application-layer publish/subscribe
mechanism in case of multi-domain management [75].

As shown in Algorithm 1, which describes the main operations of the developed tree-based scheme,
one active thread and one passive thread are executed on each node. The first one initiates the aggrega-
tion process by sending the value of each node to its parent. It is executed once at each iteration of the
collecting information process. The second thread waits for messages sent by an initiator (i.e. active
thread) to process them. Initially, each node i obtains its current parent with the help of the getPar-
ent() method. If it has at least one parent, it sends it a couple hXi ; 1i of the form haggregate;weighti
as given in lines a.1–a.4. A node i that receives a message from a child node j computes a new partial
aggregate according to a given aggregate function, updates its local state with the new values and then
forwards them to its parent p as shown in lines b.2–b.6. If node i is the root (i.e. p D null), then it
waits a certain time until it receives all its children’s aggregates, and it incrementally diffuses the com-
puted global aggregate Xi over a publish–subscribe scheme on all the interested nodes of the tree in
a top-down way as given in lines b.7–b.10. Thus, each node that receives Xi from the root updates its
partial aggregate with the global one as shown in lines a.5 and a.6.
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5.2.2. Gossip
The aggregation scheme developed here is the basic push–pull gossiping scheme [48] with symmetric
information exchanges where nodes both send and receive their estimates.

As illustrated in Algorithm 2, with the help of the getNeighbors(1) method that selects uniformly at
random one node j from a list of direct neighbours Di , each node i sends to j a message containing
its partial aggregate Xi and waits for a response from the remote node j as shown in lines a.2 and a.3.
When i receives a response (Xj ; j ) from j , it updates its local state through the update() method that
computes a new partial aggregate according to the selected aggregate function as given in lines a.4 and
a.5. The node i waits for a duration round duration and then repeats the same process (line a.6) at each
round. Similarly, when the passive thread of node i receives an exchange request message, it replies
with its local aggregate Xi , and then it updates its local state by computing a new aggregate through
the received one, as shown in lines b.2–b.4.

5.2.3. Situated view
We have implemented a typical situated scheme inspired from a membership protocol named Hyper
Partial View (HyParView) [76] proposed to maintain partial views for gossip protocols. In HyParView,
each node maintains two situated views: an active view maintained with a reactive strategy that
responds to events in the system and a passive view maintained proactively with periodic updates of
management information. Aggregation is only performed when a node receives information from its
neighbours and decides to update its own information or not. In our situated scheme, each node main-
tains one partial view of a part of network nodes, bounded by a maximum number of hops. A node i can
thus obtain an aggregate of its view by collecting management information from its h-hops neighbours.

As shown in Algorithm 3, the requesting node i obtains the updated list Di of all its direct neigh-
bours through the getNeighbors(all) method and sends them a query message containing the maximum
number of hops h as given in lines a.1 and a.2. Each node i that receives an aggregation request mes-
sage (line b.2) verifies if it did not previously answer the same request coming from j in the same
aggregation cycle. If so, i answers by sending a response (Xrawi ; j ) directly to the requesting node
j (line b.3). Then, node i decrements the number of hops contained in the received message (line
b.4). If the maximum number of hops is not reached, then node i forwards the request to all its direct
neighbours as given in lines b.5–b.8. When a requesting node i receives an answer (Xrawj ; j ) from a
neighbour j , it computes a new partial aggregate and updates its own state as shown in lines a.3 and
a.4.

5.3. Impacting factors

The factors that impact the performance and the cost of decentralized aggregation schemes have been
identified in the literature, as criteria for their evaluation. Among them, we selected those that could
be quantified in order to lead to different design choices in the context of an autonomic manage-
ment framework. These are the network size, the network dynamics and the aggregated information
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dynamics. Two other factors, namely the network topology or the kind of aggregation function, may
be considered. However, both of them can only be qualitatively rather than quantitatively defined (e.g.
ring, scale free or regular for network topology and count, count distinct or histogram for aggregation
functions). Consequently, we only consider quantitative factors, while qualitative factors are left for
future work.

In the following, for each of the four factors we chose, we define it, show how it impacts the aggre-
gation scheme operation and also provide numerical values that serve as the reference range for our
evaluation framework. One can note that these values are chosen to cover use cases found in the lit-
erature, but some of them are restricted because of pragmatic limits of the evaluation framework (e.g.
number of nodes).

5.3.1. Network size
As distributed algorithms, decentralized aggregation protocols are impacted by the number of ele-
ments that take part in their operation, which in our case stands for the number of AMs that run the
aggregation algorithm. Indeed, analytic studies of their complexity have shown that their cost (e.g.
number of exchanged messages) as well as their performance (e.g. convergence time) is dependent on
the number of nodes. However, if their different complexities do not induce a significant difference at
small scales, the latter could become an important criterion at larger ones for the adoption of a scheme
against other ones. In the following, we consider a number of AMs in the managed domain that varies
between 2 and 1000 nodes. This upper bound is mainly due to the computation limits of the simulation
framework we used. However, one can note that our limit of 1000 nodes is comparable with the upper
limits used in the evaluation of the presently evaluated schemes by the authors in their original papers.
For instance, the set of protocols belonging to the GAP family was evaluated from about 500 [45] up
to 10 000 nodes [77] as an upper limit, while SDIMS [62] was evaluated with 4096 nodes. The sole
approach that was evaluated with a significantly larger order of magnitude is the gossip of Jelasity et
al. [48], which was evaluated in a 100 000-node network.

5.3.2. Network dynamics
The network dynamics, or churn, consists in the nodes’ arrivals in the system and their departures
that can be planned or due to a sudden failure. This parameter allows us to investigate the redundancy
and resilience of a given protocol to communication failures. Based on the analysis of the traces on
different networks like mobile ad hoc networks and P2P ones, many prior studies assumed a Poisson
process of parameter � for the node arrivals and an exponential distribution of parameter � for the
departures [78–80]. Thus, we adopt the same models in our experiments, and we choose the values
of arrival and departure rates so that they cover values used in existing networks. More specifically,
the values of � and � are chosen so that the average number of nodes, given by N D �/�, is equal
to 500. Thus, in our study, � varies in [0.0041; 0.4166], and � ranges in [8:33 � 10�6;8:33 � 10�4],
corresponding respectively to average inter-arrivals (1/�) ranging in [2.4; 240] s and to average lifetime
duration (1/�) in the range [20; 2000] min.

5.3.3. Information dynamics
It determines the evolution degree of management information over time. It can be characterized
through two criteria: (i) the changing frequency of the values in managed elements, for example, a
value Xrawi whose instrumentation brings to the management plane an updated value every second;
and (ii) the changing degree of this management information that is defined by the distance between
two consecutive values. In order to clearly identify the way this phenomenon impacts the aggrega-
tion process but also to provide our framework with a pseudo-realistic model, we model it through
a gauge evolving in a linear way. Such information could, for example, stand for the average traffic
throughput of a managed domain aggregated by the number of bytes emitted by all the managed ele-
ments over a given period. Thus, Xrawi is periodically incremented by ˛ until reaching 100, and it is
then decremented by the same ˛ until 0. Through that model, we are able to control the information
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dynamics level. One can note that we do not choose to use the trace of a concrete captured manage-
ment information because, although it would have brought us more realistic results, it would also have
made more complex the isolation of the dynamics impact because the latter would have changed con-
tinuously during the execution of a simulation unit. By contrast, through our model, by fixing ˛, we
completely master it and are thus able to isolate its impact on simulation results. Also, by extension,
phenomena where some information would change radically are captured through both the highest
changing frequencies and values. Numerically, the local values range in [0; 100] for an ˛ that we vary in
[0.02; 5].

5.4. Evaluation criteria

With the same methodology we used for the choice of impact factors, we determined metrics and indi-
cators that feature the performance and cost of aggregation schemes through the use of acknowledged
criteria in the literature [9,12–14] and also through the objective of helping users of autonomic man-
agement in the choice of an approach. This is why we choose convergence time, communication and
computation cost, scalability and accuracy as performance metrics, complete with the computation of
the impact of accuracy on the decision-making process as a performance indicator.

5.4.1. Convergence time
In the context of the use of decentralized aggregation schemes for autonomic management purposes,
we define the convergence time as the necessary time between the initialization of the aggregation
process and the time t when all AMs hold the aggregation results. This definition means that it includes
both the time for aggregating data and also the one for disseminating it to AMs. Thus, it is consistent
with those used in the evaluation of gossip-based aggregation schemes, but it differs from those used for
tree-based schemes because the dissemination is performed once the aggregate is computed at the tree
root [12]. Thereby, we define it through Tconv D Tagg � Tinit, where Tinit D t;8i 2 ¹1; : : : ; N º; X

t
i D

Xrawi . In the case of GV, Tconv corresponds to the time when all nodes hold the same global aggregate.
Thus Tagg is expressed by Tagg.GV / D t;8i; j 2 ¹1; : : : ; N º; jX

t
i �X

t
j j < �. In the situated scheme,

this condition cannot be reached because each node retrieves only the values of its h-hops neighbours.
So, we measure the required time for each node to collect information from its neighbours and to
calculate a partial aggregate.

5.4.2. Communication cost
The communication cost [12] is the sum of the sizes of messages sent between any node pairs (i; j )
during the aggregation process. The communication cost for the developed algorithms is considered as
the number of messages sent by all nodes because all messages have approximatively the same size, in
the sense that each message contains only two or three numerical values. Thus, Ccom D

PN
iD1 Ccomi ,

where Ccomi is the the number of messages sent by node i .

5.4.3. Computation cost
The computation cost [12] is the maximum computation cost among all the nodes in the network. For
a single node, the computation cost is the number of steps taken by the aggregation process that is
executed on the node. Thus, Ccpt D max.Ccpti /; i 2 ¹1; : : : ; N º.

5.4.4. Accuracy of estimated aggregates
The accuracy of an aggregation scheme stands for the distance between the actual value of an aggre-
gate and the one estimated by the aggregation scheme. Such a featuring highly depends on the nature
of the aggregate function. For example, in the case of the aggregation of an average value, it could
be expressed as the variance over the set of all estimates in the system. Thus, in order to show the
distribution of estimates over all the network nodes under a static environment and to show how
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far these values lie from the average value, we compute the variance over all the estimates through
V.X/ D 1

N

PN
iD1.Xi �X/

2.
Under a dynamic environment, the variance cannot be directly used to measure accuracy. This is

because even if the variance is very low, the average value can be far from the actual value of the global
aggregate that should be obtained at this moment. Thus, in order to evaluate the aggregation accuracy
under a dynamic environment, we look at the distribution of estimates over all the network nodes,
and we measure the distance between estimated aggregates Xi and the actual global aggregate X that
should be computed (i.e. average deviation). The latter is computed throughDX D .1=N /

PN
iD1 jXi�

X j.

5.4.5. Efficiency of threshold-crossing detection
Measuring the accuracy of an aggregation scheme provides a good indicator of its performance but
is not sufficient. Indeed, considering situated schemes, their intrinsic operation will, most of the time,
lead to inaccurate estimations of aggregates, while their use in autonomic control frameworks is now
acknowledged. Thus, we propose to evaluate the impact of the aggregation accuracy on the control
part. As established in the Monitor–Analyse–Plan–Execute [2] control loop (Figure 4(b)) forming the
core of AMs, if the main focus of this study is related to the ‘Monitor’ functional block, we basically
feature here the impact of its accuracy on the ‘Analyse’ one. To that aim, we propose to model this
block through a standard decision rule used in network management relying on a threshold value. Such
a rule can be expressed through Xi > Xthr ! D1 and Xi � Xthr ! D2.

For each aggregation cycle, at the end of the process, we compare the resulting decisions on each
node with the one that would have been made in the case where it would have obtained the current
actual global aggregate. Thus, we count the number of decentralized decisions that do not match with
the one that should have been taken, given the actual aggregated value, and we consider them as faulty
decisions. One can note that featuring the impact of the monitoring performance on decision-making
processes in autonomic management is an entire work that is out of the scope of this study but would
be a track for future work.

6. EVALUATION RESULTS

On the basis of the autonomic management context, impact factors and the performance metrics identi-
fied in previous section, we now present the evaluation results we have obtained through an exhaustive
simulation campaign of the decentralized aggregation schemes we also presented previously. First of
all, we introduce the simulation framework we have built. Then, for each performance metric, we anal-
yse the results we obtained. Finally, we provide a synthesis of all these results, leading to abstract
guidelines for the choice of a decentralized aggregation approach.

6.1. Testbed and scenarios

The management plane we consider relies on an overlay (Figure 4), and the framework we choose to
provide basic functionality is the FreePastry1 simulator, an open-source Java implementation of the
Pastry DHT [81]. We carry out all our experiments with the Euclidean physical network topology
model. In this model, hosts are placed randomly and uniformly within a two-dimensional Euclidian
space. The distance between two hosts models the latency in the routing. Then, the topology we used
for the network overlay, where all the aggregation schemes are executed, is given by Scribe [82], an
application-layer publish–subscribe approach to spread the root’s aggregates on all the AMs, for the
tree-based protocol. The overlay topology we used for the gossip-based and SV protocols is a scale-
free network [83]. Let us notice that, for each kind of these protocols, we choose a beneficial topology
in order to compare their best performances. Thus, the performance of each kind of protocol should

1http://freepastry.org
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Figure 5. Architecture of the evaluation framework

Table 4. Simulation parameters

Parameter Value

Aggregate function Average
Physical network topology model Euclidean
Overlay topology model Scribe and scale free
Topology maintaining frequency 200 ms
Values changing frequency 20 s
Tolerated error (�) 0
Neighbourhood degree 8
Gossip round duration 600 ms
Number of nodes (N) [2; 1000]
Number of hops in SV (h) [1; 2]
Decision threshold (Thresh) 50

be lowered if they are used on a non-beneficial topology (for instance, on a random network for SV
schemes). The architecture of this evaluation framework is illustrated in Figure 5.

According to the set of metrics we evaluated, we consider two different scenarios. Convergence
time, communication and computing costs are evaluated through a static scenario in which both the
network topology and the aggregated information do not change over the simulation. In this context,
each of the developed aggregation schemes computes an average of randomly generated values ranging
between 0 and 100. As for accuracy and impact on a threshold detection process, we evaluate them
in both the static scenario and a dynamic one in which AMs join and leave the network according to
our churn model, while the managed information evolves over time through the previously presented
linear gauge model.

Based on the parameters summarized in Table 4, the situated scheme is executed with a view limited
to the direct neighbours (SV1) and also with two hops (SV2). The gossip process is executed with
rounds of 600 ms that correspond to the maximum time for an information exchange. Let us notice that
we fixed the tolerated error � to 0. In terms of implementation, it is not exactly 0, but the floating point
precision of the machines we used. We choose this value in order to minimize the trade-off between
accuracy and the other parameters. As said previously, the number of nodes we choose seems to be
sufficient to obtain scaling results. To give a sufficient statistical significance to these results, each value
presented here is an average of the values obtained on 100 executions of the aggregation algorithms.
We also provide 95 % confidence intervals on all depicted measurement points.
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Figure 6. Aggregation cost regarding: (a) convergence time, (b) communication cost and (c)
computation cost (log–log scale)

6.2. Analysis

For each evaluated metric, we present the result obtained through the simulations, and in order to
provide guidelines for the choice of an aggregate scheme for a given operational context, we highlight
differences in the order of magnitude between the considered schemes. We also provide comments on
the impact of the use of a scheme on the managed system and the management control loop.

6.2.1. Convergence time
We observe in Figure 6(a) a large convergence time for the gossip scheme followed by the tree and then
a relatively low time for the situated view. Under a network of 1000 nodes, the gossip’s convergence
time is about six times higher than that of the tree and about 23 times that of SV2. This high delay is
explained by the blind communication used to exchange messages at each round of the gossip.

For the tree, the convergence time is the delay required to send all the values to the root node
and to spread the computed aggregate on all the subscribed nodes. The situated scheme requires a
low time to converge because at one time each node sends simultaneously one request message to all
its direct neighbours and then computes a partial aggregate of the received values to two-hop nodes.
This time is lower in SV1 when only direct neighbours are contacted. Thus, in terms of convergence
time, the situated scheme scales better and converges more quickly than the global ones, thus enabling
autonomous managers to be more reactive to events when relying on this scheme.

It is interesting to notice that the choice of the aggregation scheme can have an impact on the
management decision process. Indeed, if the values changing frequency is high, it seems to be better
to use an SV scheme, whereas gossip-based protocols seem to be more adapted if the values changing
frequency is low. However, an efficient management decision-making is also based on the accuracy of
the protocols (as discussed in Section 6.2.5)

6.2.2. Communication cost
Figure 6(b) exhibits that for all schemes, the communication cost is proportional to the number of
nodes. At worst, for a 1000-node network, the communication cost of SV2 is almost three times higher
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than that of gossip and about 42 times that of the tree. This high communication cost is explained
by the fact that the former scheme is based on a broadcast algorithm where each node floods its
request message on all its h-hop neighbours. By contrast, SV1 causes more communication overhead
than the tree but less than the gossip. In this scheme, a node only exchanges its value with its direct
neighbourhood, thus inducing about nine times less overhead than SV2.

The tree scheme causes the lowest communication overhead that corresponds to the messages sent
in a bottom-up fashion to the root and those used by Scribe to spread the global aggregate (we recall
that the root does not directly communicate with the leaves as the tree is used for all communications).
For the gossip scheme, it involves more messages to converge than the tree because it uses a blind
communication over multiple rounds. Thus, if the situated scheme seems scalable regarding the local
communication cost, at the managed system level, its flooding approach induces a very important over-
head. This is why considering a situated scheme for autonomic monitoring of aggregated information
has to be carefully studied and the impact of the communication cost of the management traffic over
the regular service traffic has to be addressed in order to avoid a too costly management framework
and, even more, the occurrence of collapse points in the network because of too important management
traffic.

6.2.3. Computation cost
We notice in Figure 6(c) that for a large number of nodes, the computation cost of the SV is smaller
than that of both the tree and gossip. In the latter, exactly one update operation is executed on a node
at each round. For the situated scheme, the computation cost depends on the view size of each node,
as in one round , an update operation is executed at each reception of a neighbour’s value.

We observe a higher computation cost for the tree-based scheme because the worst case is registered
at the root node where the computation cost is equal to the number of nodes. This phenomenon is due
to the basic mechanism we have considered in which each node of the tree that receives a message
from a child computes a partial aggregate and directly sends it to its parent. This result has to be
carefully interpreted because it could let the reader understand that any form of tree-based approach
would lead to such an explosion of the computation cost at the root, which does not reflect existing
systems. However, in our case study, we have deliberately chosen to remove from the three evaluated
protocols any threshold or synchronization mechanisms that would have made them more complex.
We have opted for implementing and comparing only the most basic version of approaches to be able
to identify the intrinsic limits they bring. As a consequence, our version of the tree protocol brings
this high computation cost at the root. But, obviously, considering a tree-based aggregation scheme
for an actual deployment would have to be coupled with a limitation mechanism, inversely increasing
according to the distance from the root. To that aim, in threshold mechanisms embedded in nodes,
avoiding communication of too much information on their uplink would be necessary to ensure the
balance of the computing cost among the different autonomic managers. Finally, regarding the situated
scheme, its low computing cost allows it to ensure the best reactivity.

6.2.4. Accuracy of estimated aggregates
We propose here to evaluate the accuracy of the estimated aggregates. To that aim, we used both the
static and dynamic scenarios. In the first one, we fix the size of the network to 1000 nodes, and we
measure the variance over the partial nodes’ aggregates after each cycle of duration 200 ms.

We see in Figure 7(a) that the variance between the distributed aggregates decreases with an increase
in the number of cycles. For the global schemes, the variance reaches 0 when all nodes converge to a
unique global aggregate.2 But for the situated scheme, the minimal variance is always greater than 0,
showing that the situated scheme never converges towards the exact aggregated value. The numerical
values of the variance once the aggregation process of situated scheme is finished are respectively 100
and 10 for SV1 and SV2. These values clearly show that SV1 provides an aggregated estimation that

2Because of the log scale, the null value cannot be represented, and we choose to restrict the view in Figure 7(a) to the
upper part of the curve to clearly see the difference between the variance values of situated and global schemes.

Copyright © 2014 John Wiley & Sons, Ltd Int. J. Network Mgmt (2014)
DOI: 10.1002/nem



A STUDY OF AGGREGATION SCHEMES IN DECENTRALIZED NETWORKS

does not reflect the actual value at all. Thus, this scheme cannot act as a substitute of a global scheme
providing a better convergence time. Its use has to be restricted either to management information that
is effectively located and whose relevance is actually bound to a situated location or to management
information that has a similar value on all nodes and that changes across the entire system in a similar
way. By contrast, SV2 could act as a trade-off solution between situated and global schemes, as its
variance is 10 times lower than that of SV1, showing that it could be a potential solution for a rapid
estimation of global information.

By varying the information dynamics level within a static network of 1000 nodes, we obtained the
results shown in Figure 8(a). We see that, with a deviation that reaches 2 when ˛ D 5, the tree is
about five times more accurate than SV1, about three times more than SV2 and almost twice more
than gossip. Thus, the fast convergence time of the situated scheme prevents it from suffering from
the information dynamics. However, its partial computation still brings an important deviation from
the actual aggregated value. As for global schemes, tree-based aggregation supports the information
dynamics well owing to its fast convergence time. Nonetheless, as explained in [14], gossip is more
sensitive to the information dynamics than the tree, exhibiting a higher deviation.

When we consider random fixed values on nodes and we vary the nodes’ lifetime that is inversely
proportional to the network churn level, we obtain the deviation measures of Figure 8(b). We notice
that in the case of the tree-based scheme, the network dynamics dramatically affects the accuracy of
estimated aggregates with a deviation that reaches 24. This sensibility is caused by the departures
and arrivals of nodes, causing the continuous maintenance and reconstruction of the tree, whatever

Figure 7. Performance results for the static scenario: (a) accuracy and (b) decision-making
(semi-log scale)

Figure 8. Accuracy of estimated aggregates for the dynamic scenario (semi-log scale)
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the churn level is. The situated scheme is more resilient to churn than gossip and tree because we
register the same deviation for it in the case of static and dynamic environments. Thus, SV2 is about
four times more accurate than the tree and about twice more than SV1. This is explained by the fact
that, in the situated scheme, a departure or an arrival of a node does not necessarily affect other nodes
if it is not in their view. Consequently, the parameter that controls the depth of this view in respect
to the network size impacts on the churn robustness. Concerning the gossip scheme, the deviation is
proportional to the churn level because it is a community process where nodes are dependent upon
the correct behaviour of all other nodes. However, it is still the most accurate scheme under a low
churn level where the average lifetime and inter-arrival are respectively higher than 200 min and 24 s.
In the other interval, SV2 is the most accurate, acting as a good alternative to global schemes in highly
dynamic environments.

6.2.5. Efficiency of threshold-crossing detection
As shown in Figure 7(b), for the static scenario, once converged, global schemes lead to exact decisions
with a null number of faulty decisions. One can remark that reaching this value is four times longer
for the gossip scheme than for the tree one. By contrast, the lack of accuracy of the situated scheme
directly impacts the decision-making part of AMs. The worst case appears for SV1 with 45% of faulty
decisions, clearly showing that a one-hop situated scheme is unable to infer a global network state. If
SV2 could be considered as a trade-off between global schemes and SV1 regarding its accuracy and
convergence time, the ratio of faulty decisions, close to 28%, shows that it cannot finally replace a
global scheme for a managed system-wide inference.

Regarding the dynamic scenario, we observe in Figure 9(a) that the number of faulty decisions
increases according to the information dynamics level. The information dynamics affects the aggrega-
tion process and then the decision-making one. One can note that for all the aggregation schemes, the
number of faulty decisions ranges in [5; 12]% when ˛ D 0:02, but when ˛ D 1 or 2, the number of
faulty decisions reaches the interval [45; 50]% where the decision-making process is unable to take
the right decisions. Globally, this error percentage is larger in the SV, while gossip offers the best qual-
ity of the decision-making. Under churn, Figure 9(b) shows that, in the case of gossip and SV2, the
number of faulty decisions is comparable and lower than the one registered when using a tree or SV1.
Moreover, it is proportional to the churn level. We also observe that churn hugely affects the quality of
the decision-making process on the tree where the average number of faulty decisions is about 45%.
Thus, it is more relevant to use gossip or SV2 on a dynamic network.

6.3. Synthesis

Given the set of results we obtained through the simulation campaign presented earlier, we are able
to identify the context in a qualitative and quantitative manner, regarding both the behaviour of the

Figure 9. Efficiency of the decision-making for the dynamic scenario
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aggregated information and the operational context, in which an aggregation scheme outperforms the
others. More specifically, through the help of numerical factors, we first highlight the quantitative
differences between aggregation schemes. Now, we abstract this analysis by introducing a qualitative
synthesis, based on abstract scores, that highlight the area in which a scheme outperforms the others.

The situated scheme is intended to design very reactive autonomic management frameworks able to
quickly obtain and process an information situated in a direct neighbourhood even in a very dynamic
environment. For example, regarding the convergence time, that of SV1 is about five times lower than
that of tree and 33 times lower than that of gossip, enabling it to deal with dynamic information.
This reactivity is also applied to the computation cost that is lowest. Moreover, because only a subset
of nodes belonging to a managed system is involved in the aggregation process, the churn has no
significative impact on it. By contrast and for the same reason, the situated scheme is not accurate for
system-wide information, especially for SV1. Thus, the choice of the aggregated information must be
carefully studied to ensure that it only stands for an actual situated subset of the managed domain.

The case for SV2 is a trade-off between situated and global schemes. Its accuracy is better than
that of SV1, but its very high communication cost could be prohibitive in constraint environments:
the communication cost of SV2 can be almost three times higher than the one obtained in the case of
gossip and about 42 times that of tree.

Global aggregation schemes offer the best accuracy because they consider all the available informa-
tion in the aggregation process, which directly impacts the quality of the decision-making process, in
case of a threshold detection. Especially, the tree-based scheme presents the fastest convergence time,
enabling it to aggregate dynamic information with an excellent accuracy (we measured a deviation
that reaches 2 when ˛ D 5). It is about five times more accurate than SV1, about three times more
than SV2 and almost twice more than gossip. Nonetheless, this scheme is dramatically affected by
churn because even in the presence of a low or moderate churn, the average number of faulty decisions
reaches 45%. Regarding the communication cost, the tree-based scheme provides the best option.

Finally, the gossip scheme presents the longest convergence time while being resilient to churn. If
such a convergence time makes it unable to deal with highly dynamic information, in the presence of an
acceptable churn level, gossip performs better than the other schemes in terms of aggregation accuracy
and efficiency of the decision-making process, followed by the SV and then the tree. More precisely,
when the average lifetime and inter-arrival are respectively higher than 200 min and 24 s, gossip is
about four times more accurate than the tree and about twice more than SV1, with a comparable
accuracy with SV2. However, when the average lifetime and inter-arrival are respectively lower than
200 min and 24 s, gossip has a comparable accuracy with that of SV1, and SV2 becomes the most
accurate scheme.

Table 5 summarizes the obtained quantitative simulation results. We attribute a score for each aggre-
gation protocol according to its performance in the current execution context. This score can have one
of five different values classed from the worst one to the best one : � �, �,D,C andCC. It can serve
as a basis towards the design of rules guiding the choice of an aggregation scheme in an autonomic
management system.

When comparing these results with those found in the literature and presented in Section 2, we
corroborate the fact that tree-based approaches are very cheap in terms of message exchanges but
sensitive to churn and link failures. Moreover, they present the best accuracy to be effective in network
management. As already highlighted in the literature, gossip-based approaches are slower but cheaper
and more churn resilient than tree-based approaches. Finally, we corroborate the fact that SVs are very
fast, fault tolerant but unprecise. However, we also found that SV has a higher communication cost
than gossip-based approaches.

7. CONCLUSION AND FUTURE WORK

In this paper, we have presented an evaluation study we have performed to propose generic criteria
that could help management system designers in choosing the best approach for a given context. We
have proposed a refined taxonomy of aggregation schemes that augment the standard network struc-
ture and propagation technique criteria to catch features that finely differentiate them. We instantiated
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Table 5. Abstracted simulation results

Convergence Communication Computation Aggregation Churn Information
time cost cost accuracy support dynamics support

Tree D CC �� CC �� C
Gossip �� D D C D �
SV1 CC � CC �� CC CC
SV2 C �� C � C C

SV, situated view.

this taxonomy over existing proposals and presented for each approach a brief overview of its opera-
tions. From that point, we designated three schemes that are the most representative of each category.
We implemented them in a simulation framework and evaluated them according to their performance
and cost. Through this evaluation, we have highlighted operational contexts and type of information
for which a scheme outperforms the others: the situated scheme outperforms both gossip and tree in
terms of convergence time, computation cost and scalability. However, for the accuracy of estimated
aggregates, the global schemes outperform the situated one. Finally, the communication cost of the SV
depends on the view size of nodes. Such a work could serve as a basis for the enlightened choice of an
approach when designing new autonomic management systems.

Regarding the research perspectives, because network operational states are dynamic, we explore
the possibility to let the management system, at each moment, decide by itself the best aggregation
scheme to use. Such an approach would free management system designers from the choice of a static
approach that would instead be dynamically determined at the production stage. Designing such a
system is challenging because it requires the network to autonomously monitor itself and build a meta-
management plane in which AMs could extract contextual information to set the best strategy to use.
In this context, ensuring the stability of the management plane and dealing with transient phases when
swapping from one scheme to another are strong challenges that we are currently addressing. Also,
in an effort to enhance the given evaluation, we are looking for ways to consolidate this evaluation
work. A short-term direction would lie in the consideration of additional impacting parameters (e.g.
network topology model, changing frequency of local values, various neighbourhood degrees or the
depth of the situated view). A long-term one would consist in the exhaustive study of the impact of
monitoring schemes on the decision -making process in autonomic management. In this paper, we
only introduced it through the evaluation of faulty decisions in a threshold-crossing detection context.
But such a work would require the consideration of (i) more complex management data models that
would for example rely on a nonlinear dynamics, (ii) additional impact metrics (e.g. distance from the
threshold or the global reaction delay) and (iii) the consideration of other decision rules (e.g. use of
hysteresis cycles for lower and upper thresholds). Finally, the approach we followed in our work is of
an abstract type regarding both network and management information models. Thus, a straight next
step would rely in the instantiation of our study in concrete management scenario, in other words for
specific network models (e.g. P2P live streaming systems and social networks) and for data coming
from their related management information models. Through that way, it would be possible to go one
step beyond the guidelines we presented in the paper by proposing the best aggregation strategy for any
couple of concrete managed networks and type of aggregated information. Software-defined networks
(SDN) [84] with their ability to dynamically control network data planes could now offer a framework
in which the results of this study could be implemented because they provide the expected capacities
to support autonomic functions at the network level. SDN controllers tend to be distributed and even
decentralized, and the design of autonomic monitoring solutions, which actually fits with the dynamic
operational context they are deployed in, stands for a concrete case of applicability.
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