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Abstract—For a few years, Peer-to-Peer (P2P) architectures ponents and the network parameters that are impacted lg thes
have emerged as a scalable, low cost and easily deployable&zomponents. On this basis, we model the relationships among
solution for live video streaming applications. In these sstems, 4| these elements through a Bayesian network that allows th
the load of video transmission is distributed over end-ho& by . ) . . .
enabling them to relay the content to each other. Since endests estimation of a user activity. This Bayesian network ensible
are controlled by users, their behavior directly impact the per-  thus the management of the P2P network with an awareness
formance of the system. To understand it, massive measuremie of user activities and eventually improves the performance
campaigns covering large-scale systems and long time peti® Applications of such a network cover a large spectrum, from
have been performed. In this paper, we gathered and synthesd 6 gpicipation of system size and churn or the estimatfon o
results obtained through these measurements and propose a . . . . .
Bayesian network that captures and integrates all of them ito streaming quallty._ln this paper, we focus .on the. estlmathn
a Synthetic model. We app|y this model to the anticipation of Of the departure time Of peel‘S. The |attel’ IS CFUCIal to a.V0|d
peer departures which is an important challenge toward the service disruption in the content delivery and the use afdar
performance improvement of these systems and especiallywin  pyffer that induces a significant delay in real-time progsam
resilience. The validation of our proposal is performed though In order to validate our model, we simulate two scenarios.

intensive simulations that consider a streaming system coposed In the first io th hol lati f .
of thousand users over two hundred days. We especially study n the nrst scenario, the whole population oOf users Is con-

two deployment scenarios: a system-scale one and a local oneSidered together requiring thus only one Bayesian network
We also compare our proposal with two standard estimators ad  for their behavior estimation. In the second scenario, we

we show under which conditions an estimator outperforms the estimate the activities of individual users which require o
others. Bayesian network for each user present in the P2P system. We
intensively analyze the performance of our Bayesian ndtwor
over these two scenarios. We also compare the performance of

During the past few years P2P video streaming has attractad Bayesian network for departure time estimation with two
great attention in both academia and industry. On one haghers estimators. The first relies on an exponential moving
it does not require any major change in the current Interr@ierage and the second on a Bayesian estimation restricted t
infrastructure unlike IP multicast. On the other hand, $lpes historical session times. These two alternative estinsatior
the load of content delivery to the end-hosts through sharinot integrate any contextual information and we show under
their upload bandwidth. It makes these systems scalablewaisich conditions the use of a Bayesian network is relevant.
compared to centralized Client/Server (C/S) architeotdrieh The rest of the paper is organized as follows. In section II,
requires an increase in the servers’ capacities with ae@se we discuss works related to user behavior modeling. Sec-
in the number of users. Moreover, a P2P system is easytiien Ill first gives a synthesis of user behavior measuresient
deploy with a low cost. for identification of user behavior metrics and their ralati

P2P approach enables end-hosts to self-organize intaships. It is followed by the presentation of the user behavio
virtual network where a peer not only receives the content bmodel. Section IV provides the simulation details and itssul
also transmits it to other peers. Since these peers arentiedtr for the validation of our network. Finally, section V gives
by users, their behavior directly impacts the virtual netwo conclusions and future directions.
and consequently the performance of the system. Therefore,
management of P2P streaming networks with an awareness of
user behavior becomes critical. Most of the works on user behavior in live streaming

To do so, first an understanding of user behavior and thendigstems are dedicated to its measurements. There are a few
modeling are required. For an understanding of user behavidhers that also model some aspects of user behavior. Here,
we have gathered, analyzed and synthesized the measurementnly discuss the latter.
studies found in the literature over user behavior in video Tanget al. [14] measure the stability of users in a C/S and
streaming systems. We extracted from them the componentad?2P video streaming system and find a positive correlation
a user behavior, environmental factors that impact thege cobetween the elapsed time of a user and remaining time of a

I. INTRODUCTION

Il. RELATED WORK



. Metrics
Reference Type System Period Method ODTSD 1 CP T AD D10
1 Feb. to Nov.2008 v v v
2 Apr. to Dec.2006 Crawler v v
3 PPLive Nov. 2006 (about28 hours) v v
4 2006 — 07 Passive/ v v v v

Crawler

5 p2P Jun.2006 Passive v v
6 PPStream unknown Crawler v v v
7 Zattoo Mar. 2008 (2 weaks) v v
8 Cool- Mar. 2005 (4 days) v v v
9 Streaming Oct. 2006 (1 day) v v v
1 Sep.2006 (1 day) v v v v
11 unknown 2006 (11 hours) v v
12 GridMedia Jan.2006 (4.5 hours) v
13 UUSee May to Jun.2008 (5 days) Logs v v
14 ccTV Feb.2005/Jan.2006 (2 pop. events) v
14 Oct. to Jan2004 — 05 v
15 CIs Akamai Oct. to Jan2003 — 04 v v v
16 unknown 2002 (90 days) v v v
17 Telco- Apr. 2008 (6 days) v v v v
18 IPTV Managed Jun.2008 (1 month) v
19 May to Oct.2007 v v v

OD: Online Duration; SD: Session Duration; CP: Channel Rajiy; A/D: Arrival/Departure rates; D/U: Download/Umd traffic

TABLE |
OVERVIEW OF MEASUREMENT STUDIES OVER LIVE STREAMING SYSTEMS

user watching a particular channel. They propose a model for[22], we presented a preliminary model of user behavior
the selection of an upstream peer in such a way that a p#deough a Bayesian network that takes into account all the
with longer elapsed time is preferred over others. Wetngl. known impacting factors. The limit of this model was the
[3] use a similar method for the identification of stable geerbinomial variables which could not estimate states of rogtri
To minimize the impact of churn, they put those peers in theith a satisfying granularity.

backbone. The method of stable peers identification in both

of these approaches tends to assume all the peers that haveU NDERSTANDING AND MODELING OF USER BEHAVIOR

recently joined the system as unstable which is not alwags th
case. In this section, we first give a brief synthesis of user

The above approaches do not consider any external ipghavior measurements that highlights the componentseof us
pacting factors on the stability of users. By contrast, LiRehavior and their relationships with the external envinent

et al. [13] measure a P2P live streaming system and a@nd network. Then we present our Bayesian network and

alyze some potential impacting factors on users’ stabilif§XP!ain its structure.
and bandwidth contribution ratios. They observe that some _ _
of them such as streaming quality impact the stability arf4 Understanding user behavior

bandwidth contribution ratios of peers. Based on this figdin 1, get an understanding of user behavior in video streaming
they present models for predicting the longevity and badéwi gy stems, we collect all measurements from the literatuce an
contribution ratios of peers. However, their models aréoglo e rform their synthesis. An overview of these measurements
for all user behaviors while the behavior of an individuah cajg shown in Table I. This table summarizes the reference of
be different from the global one. the measurement, the type and name of the system that was

Horovitz et al. [20] propose a machine learning approacktudied, the measurement time period, the methodology used
based on Support Vector Machines (SVM) for detecting agor data collection and the observed metrics. It is obvious
tively the load in the uplink of provider peers. This appfoacfrom this table that taking only one study into account is
only considers upload bandwidth contribution as a metric @bt sufficient to model user behavior accurately, becausk ea
the user behavior, while others such as stability of theid®v measurement analyzes a few metrics under different condi-
peers are also important for the performance. tions. Moreover, other information such as the dependency

In our earlier work [21], we proposed peers’ stabilityelationships of metrics with the environment and among
estimators based on history of a user’s past sessions toatsti themselves are not shown in the table which are split among
his current session duration. Estimators are based on Exgdferent measurements and cannot be found in only one work.
nential Moving Average (EMA) and Bayes’ rule. MoreoverA global picture of these relationships is shown in Figure 1.
a proactive mechanism of switching to a new upstream pe%n edge from one node to another shows the impact of one
before the anticipated departure of the current upstreaen pelement on the other one. To explain these relationships, we
was proposed. The limitation of this work was that it did nafiscuss each impacted element with its impacting factors in
take into account other external impacting factors. Theeef the following.



time spent on each channel changes with the type of the

£

s E Time-of-Day j [ Day-of-Week Content-Type ] channel. Chaet al. [19] observe shorter session durations

2 for news and music channels than documentaries and kids
\ channels. Finally, Liwet al. [13] reveal that session duration

has a strong correlation with time-of-day but no correlatio
with day-of-week, but Veloset al. [16] present a contrasting
finding that time-of-day does not impact the session dumatio
while day-of-week has an impact on it.
4) Other impacted parameters. Here we discuss those
| parameters that are less studied than the above-mentioned
ones.

s r | M « Surfing probability: Surfing (channel browsing) probabil-
[ parners discovery J Steaming Quetly o ity is impacted by time-of-day and type of content, which

increases for less popular channels and specific genres
like news and music [19], [17].

« Failure rate: The departure of a user from a channel
before the video player becomes ready, called failure, is
strongly correlated with the overall arrival/departureesa
1) Arrivals/departures: Users arrivals/departures to/from a  of users [9].

channel are impacted by the time-of-day and channel type, Delay: Playback delay is increased with an increase in

Studies [6], [4], [19], [15] agree on a higher arrival ratettze popularity and arrival/departuer rates [6].

beginning of a program and higher departure rate at the end of Streaming quality: The quality of streaming is impacted

the program as compared to the middle of a program. Channel by arrival and departure rates. It degrades under flash

switches during commercial breaks have been observed t0o0. crowds and high departure rates [13].

Arrival rates are smoother than departure rates because thg Bandwidth contribution ratio: User bandwidth contribu-

number of users normally increases gradually at the steat of  tjon ratio is found to be strongly correlated with initial

program, while the departures usually occur in batchesrisva  streaming quality a user receives and popularity of the
the end of a program [19]. Since most of the TV programs and  channel [13].

commercial breaks are scheduled on fixed times, time has ag partners discovery: A peer can find partner peers easily
impact on arrival and departure rates of users onto a channel while watching a popular channel [8], [2].

Apart from time, content type also impacts the departure. rat ) )

Hei et al. [4] observe batch departures in a movie channel bt User behavior modeling

they do not find this behavior in another (unspecified) papula We require a model that can predict the next state of a
type of channel. user behavior metric. For example, whether the user will

2) Channel popularity: Since we are only interested instay or leave during certain time period or/and what will
the user behavior at a particular time instance, we onle the bandwidth contribution ratio of a user during a next
consider the popularity of a channel at that time also call¢idne period. This is an online analysis where prediction of
instantaneous popularity. Channel popularity is impadigd future observations is needed given observations up to the
time-of-day, arrival rate and departure rate. @ual. [17] presenttime. Moreover, the problem domain contains differ
find diurnal patterns in popularity dynamics. It means thagriables with dependencies among them. Bayesian networks
popularity is time dependent and varies during a day. Siigjla are well-suited in modeling such type of domains for a number
it is evident that higher arrival rate than the departure radf reasons. Firstly, they are expressive for modeling veaid
increases the instantaneous popularity and vice versa. pooblems. Secondly, prior knowledge can be incorporated in
BitTorrent system, Guat al. [23] define the popularity of the network in the absence of any observation. Finally, they
a torrent at a time as the peer arrival rate at that time. model well the relationships of causes and effects.

3) Session duration: Holding time of a channel, called 1) Bayesian networks:. Bayesian networks (BN) are graphi-
session duration, is impacted by the elapsed time in a sgssital models for problems of uncertain reasoning. They areemad
streaming quality, popularity, type of content, time-@fydand of two main components namely structure and parameters. The
day-of-week. Studies [14], [19] report a positive corriglat structure is an acyclic graph that encodes variables throug
between the elapsed time and remaining time of a session. bindes. The probabilistic conditional independence mafati
et al. [13], [24] find a strong correlation between the initiaships among variables are encoded through arcs. A dirented a
streaming quality and session duration of a peer. It sthtgsat from one node to another makes them parent and child nodes
user receiving a good buffer level joining a channel is wgli respectively. A child node is dependent on its parent node. A
to stay longer. Popularity of a channel also impacts the@essnode is conditionally independent from all other nodes give
duration. Users stay longer while watching popular prograrits parents. The joint probability distribution of variaklin a
as compared to unpopular ones [13], [4], [24]. Similarlye thBayesian network can be written in the form shown in Eq. (1)
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Fig. 1. Components of user behavior and related metrics



greater values. Concerning time-of-day, it can be disoedti
n with several intervals and we discuss it in section IV-B1.
PU) = P(Xy1,...X,) = Hp(Xi|paT€ntS(Xi)) 1 Since user behavior is highly dynamic and an accurate
i=1 guantification of the dependencies among the variablestis no

The network structure can be constructed by an exp@assible, we let our network learn its parameters from data.
or learned from data. Similarly, parameters can be assigredeal P2P network, it will be the case where the dependencies
manually or learned from data. In our work, we construct tremong different variables for each user are different and
network manually and let it learn its parameters from thedatshould be learned online.

2) Proposed model: Based on the synthesis of measurement
studies, the Bayesian network we propose is depicted in . . .
Figure 2. It involves10 nodes each of them representing a !N order to validate our proposal, we performed intensive
component of user behavior, an impacting factor of the§gnulat|0ns considering different scenarios. Resultsgmted

components or a network performance metric derived froth this section have been obtained through Matlab and the
the graph given in Figure 1. Bayes Net Toolbok extension. The duration of each simu-

lation was about some hours up to thirty for some of them,
leading to more than one hundred simulation hours for the

IV. VALIDATION

Time-of-day Content type Elapsed time Wh0|e presented resu|tS

| al

|\ /| / A. Smulation framework

\ ‘ / 1) Smulation scenarios: In order to evaluate the per-

| . . .
[ Y O\ v yd formance of our proposal, we considered two simulations
[ Amivar 4 T scenarios standing for realistic concrete deploymentshén
[\ \( / / Session \ / \ . . . .
N A/ \_ duwation ) ‘f Delay ) first one, we consider that the target P2P video streaming
“ \ 44 T system presents a central entity owned by the service povid

This central entity could for example be used to autherdicat
peers as in the case of Skype. It would thus have a knowledge
- of all information depicted in our Bayesian network, from
N\ N /eanawian Joining and leaving operations to the type of watched canten
\ e 7 conmwen ) and time-of-day. The estimation of session time of each
o T peer is done considering information provided by the whole
; “‘ community.
AN [ In the second scenario, we consider a deployment of our
Y Sweaming Bayesian network directly into peers. In this case, onhaloc
\ ey information is directly known. These are the joining and
o leaving operations, the type of content the user watches and
Fig. 2. Our proposed Bayesian network for user behavior time-of-day. Nonetheless, external information, resgltirom
a community-scale aggregation, must be taken into account i
. . . . ....order to complete the inference on the Bayesian network. The
Day-of-week is omitted since it was observed only within : .
X . . latter are the arrival and departure rates, and the populati
two measurements with contradicting results. Surfing prob\%/ . S . )
. ) . . We consider that such indicators can be easily obtained
bility and failure rate are both merged into session duratlcg . .
: : hr8ugh the use of a decentralized aggregation protoc@das
because both of them represent short session durations an o
. . 298 @ tree structure or a gossiping approach and thus can be
they can be represented by the session duration varlak?(e. :
. . - . nown by every peer with an acceptable accuracy.
Partners discovery has been excluded since it is requirld on : ) :
: . : For the two presented scenarios, simulation parameters are
in mesh-based systems and can be easily added if needed.iven in Table Il
3) Node types. Our Bayesian network is a mixed modef ' : ] .
4 : . . : : 2) Workload generation model: As a global model is inad-
having both discrete and continuous variables. Discrete va

ables have been shown through rectangles and continuoss Oenoeuate to model a population of users with different belrayio

through ellipses. In case of discrete variables, the nurober"’® inspired from [25] that defined different representative

. : and fictional television watchers with different preferesc
states of a variable should also be chosen. Since our watrkloa : . . .
d habits, called persorfaach single user is associated

contains three content types, we choose three states for ?H% : .
. o . with a persona. It is controlled by a hon-homogeneous semi-
content type variable. Similarly, we choose binary statas f X .
| d i ¢ El d ti determi trr]narkowan process whose parameters are set according to the
elapsed time of a user. Elapsed time can determine wether . .
a user is in surfing mode or viewing mode. Cétaal. [19] given persona. It means that the state of a user at a given time

observe that the channel holding time in surfing mode can |;qut only follows the markovian assumption (dependance on

up to 2 minutes. Therefore, elapsed time less tRaminutes  1nyp.//code.google.com/p/bnt/
makes the first state while the second state is assigned t&rhis work is in the process of publication

departure ) \ o ~
rate /) T



| Parameter| Value |
Simulation duration| 40 days (global scenario)

In order to validate the global behavior of a population of

200 days (local scenario) users, we simulate three days of different content types wit
Total population | 1000 peers 10000 users dispatched among the six personna. Figure 3.a
Content type| Reality, fiction and sport compares the cumulative distribution function (CDF) of the
Content duration| 2 hours ; ; :
| . nh . session duration of our model with the global models progose
nference algorithm| Conditional Gaussian . !
Learning algorithm| Maximum likelihood learning by [26], [27], [16]. We can notice that our model fits well
~_ Time-of-day | L hour _ with the global model of [26] and has the same shape as the
discretization interval| (see Section IV-B1) others. Figure 3.b represents the population evolutioouidin
TABLE || the day. We can notice that our model is consistent with the
SIMULATION PARAMETERS traces presented in [2], [13], [16]. The sudden changesén th

population with our model represents flash crowds which is a
common phenomenon in P2P streaming systems. Thus, these
results show that our model is consistent with results abthi

the state at the previous time) but also on the time it spengi$ough measurements on real systems.
in this state and on the global time of the process. Such kind

of process fits well with the video streaming context becaudd Results analysis
as explained in Section IlI-A, the behavior of a user varyhwit 1) Network setup: In Section 111-B3, we presented and jus-
respect to the time of the day (e.g. watching longer or mofiied the nature of each network variable that can be binbmia

often

in the evening than in the morning) and the time spegiulti-nomial or continuous. For each of them, its nature has

online impacts the time it will stay. been determined at the network design stage. Nonetheless,

1

for the Time-of -day one, this determination is not possible.
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os \ Although it is obvious that it has to be a discrete one, the
discretization period cannot be chosen directly. Indebd, t
: choice of a discretization period has a strong impact on the
1. . network performance since it induces a tradeoff between the
fon | it accuracy of session time estimations and the converganee ti

. . vu

gl T D e of the learning process: a shorter discretization periolfl wi

0

—— Markov model
0 5

o = = » Induce a better accuracy while increasing the learning time
Session duration (in minutes) Time of the day (in hours) .
@ ® and vice versa.

In order to choose the most appropriate value of the dis-

Fig. 3.  User simulations: () CDF of session durations; (bpyation cretization interval, we perform tests with different intals.
evolution We use the same dataset for all networks. All the obsention
are provided to the network one by one and for each one an
Our Markov process owns the following features: inference test is carried out following by a learning stepthie

1)

2)

3)

4)

We only consider mono-channel video streaming applirference test, variable session duration is kept hiddehadin
cations. Consequently, we define two sta{é§;, Xo} the other observations are given to the network as evidences
where their semantic is respectively the user’s onlinEhe network estimates the session duration under the given
presence and its offline presence; conditions. Then the complete observation is provided & th
We consider that the user behavior is a cyclic behavinetwork for updating it beliefs. At the end, we compare actua
on each day as highlighted by [13], [19], [2]. Consesession durations with estimated ones measure: (1) the Root
guently, we consider the process global time N™ as Mean Square Error (RMSE) of the session time estimations
a day discretized in one-minute interval$; ...t1440}; Once the learning process is completed and (2) the learning
In order to be consistent with the literature [26], [27flantime. The latter is determined by measuring the end of the
as log-normal laws are commonly used to model slolearning process, given by the time at which the variation of
fading phenomenon, we consider that the transition froRMSE does not go over a given threshold, set at one minute
state X; to stateXs is controlled by a log-normal law. in our case.

As an individual user watches longer in certain time-of- The results we obtained are different for the two deployment
the day, theui(d) ando}(d) depend on the persoraon scenarios. In case of a global deployment, it appears tleat th
the kind of contentl, on the global time of the processlarge number of sessions due to the considered population
t and onty, the time spent in the stat&,; induces an extremely short learning time, hardly measur-
As Poisson laws are widely used to model arrivable, while the RMSE only varies betweéfi.33 and 17.69
processes, we consider that the transition from skgte minutes making the discretization period invariant regayd

to state X; is controlled by a Poisson law which isthe global network performance. By contrast, in the case
consistent with [26]. As an individual user has habitsf a local deployment, the discretization period presemts a
about his watching time, the parameter depends on important impact. Figure 4 depicts the obtained results for
the persond and on the global time of the process the learning time and RMSE considering different values of



Global case Local case
g Estimator || Success in %] RMSE Success in %] RMSE
£ o in minutes in minutes
g g BN 40.18 17.55 46.42 6.66
g £ EMA 46.17 19.14 48.62 15.47
g s ! BR 80.6 21.3 76.95 15.99
H] £
£, TABLE Ill
< SUCCESSFUL ESTIMATIONS AND AVERAGE ERRORS OF ALL APPROACHES

BN-T15 BN-T30  BN-T60 BN-T120  BN-T240 BN-T15 BN-T30 BN-T60 BN-T120 BN-T240
Time descretization interval (in minutes) Time descretization interval (in minutes)

@

Fig. 4. Learning time (a) and error (b) generated by netwarits different
discretization intervals. The number after BN-T indicathe discretization
interval in minutes and 'P’ represents persona.

sessions and under-estimated long ones.

C. Comparative analysis

In order to evaluate the benefits of the use of a Bayesian
0network (BN), we compare it with two standard estimators
Tﬂ'lat only rely on the past behavior of the system. They do not
integrate any contextual information.

1) Concurrent estimators. The first estimator (EMA) is a
statistical technique which estimates an average from a set
of values by giving exponentially decreasing weights tceold
values. As given in (2)£S, is the current session duration,
S;_1 is the actual duration of last sessidiiS;_; is the length
of the last estimated session andis a weighting factor in
1]. The chosen optimal value of is 0.7 suggesting to give
re weights to the recent session durations.

the discretization period. Whatever the considered pers
results are consistent since they exhibit similar shapés.
best tradeoff value appears as beindiour, giving thus an
average learning time of abod% days and an RMSE of about
7.6 minutes. We use thi$ minute interval in all simulations
presented hereafter.

2) Global case: In order to understand the accuracy of th
Bayesian network, we depict in Figure 5.a estimated session
durations versus the actual ones over a ten days period. For
actual sessions comprised betwe@rand 40 minutes, one
can see that the Bayesian network over- and under-estimates
the same amount of sessions. Moreover, estimated sessionBhe second estimator (BR) is a probabilistic approach based
uniformly occupy the[0 — 40] x [0 — 40] square indicating a on a Bayesian inference, which enables the estimation of
poor accuracy. Then, for actual sessions comprised betikerpeers’ session duration in the presence or absence of [gast se
and100 minutes, the Bayesian network clearly under-estimatsins’ history. We assume that the prior probability digttion
sessions. Although under-estimating a session time does isoa uniform one, avoiding thus any strong assumption on the
prevent from anticipating the user behavior, it makes #ltgt user behavior. Due to space constraints we cannot addsetail
inaccurate, thus inducing a strong overhead for any netwgrk of estimators any more. For further information, the readar
mechanism that rely on it. Such results can be explained tfer to [21].
the fact that the shuffle of all individual behaviors leadsato  2) Comparison metrics:. We compare the three estimators
average behavior in which it is hardly feasible to accuyate(EMA, BN and BR) according to the following metrics. Firstly
distinguish the elements that induce larger or shorteri@esswe measurauccess which stands for the number of times our
durations. estimated session duration is less than or equal to thelactua

3) Local case: We evaluate our network over six typessession duration which is important to anticipate the depar
of individual behaviors represented through six persofias. of a node. Secondly, we measure Haely reaction time (ERT)
compare the network performance over these personas, widch is the difference between the actual session duration
show the averaged RMSE over ten days period for each arfd estimated duration when the latter is less than the forme
them in Figure 5.b. It is obvious from the plots that ouone. This measurement shows how optimal the anticipation is
network performs consistently over different types of hétva Thirdly, we measure therror that is the difference between
In the beginning, the error is larger and it is reduced witheti the actual session duration and estimated session duration
through learning. Due to space constraints, in the follgwire  whatever the success. In the global case, we give the error
only present simulation results for persohaince the RMSE for the 20" simulation day. In the local case, we give RMSE
for this persona remains at an average of all the six personsiace the error is averaged over all peers. Figure 6 depicts
Obtained results for the five other personas are consisi#imt wobtained results in both global and local case and table llI
those presented here. gives synthetic results.

Similarly to the global case, we depict in Figure 5.c the 3) Global case: Success rates given in Table Il clearly
estimated time of sessions versus their actual time over tteow that BR outperforms the two other estimators while
200 days period fo 0 users of person@ Here, the estimation presenting a slightly larger RMSE. Moreover, Figure 6.a
is more accurate than in the global case with a slight tendeneinforces the analysis we gave in section IV-B2 by showing
to average the user behavior through over-estimated shibwt errors of both BN and BR are mainly positive, showing

ES; =ax Si—1+ (1 - Oé) x ES;_1 (2)
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Fig. 6. Comparison: (a) Global case; (b) Local case

an under-estimating tendency. As for EMA, it presents dyfairis over, BN presents the best RMSE with an excellent accuracy
distributed error. For successful estimations, ERT is fttdy illustrated by its ERT ratio distribution. As a conclusiadn,
for BR since most of estimated sessions present a ratio undelocal case, BN is the most precise estimator. Its average
0.05, exhibiting a very good accuracy. EMA and BN preserduccess rate is explained by the fact that the network is not
similar distribution with a slight advantage for BN whoseTER biased towards under- or over-estimation of sessions. In a
does not exceed.8. peer's departure anticipation application it should inttg

4) Local case: Success rate provided in Table Il providesafety interval by lowering estimated sessions by a given
mitigated results in the local case. Although BR seems tactor. We already tested a 20% factor which makes in this
be better than other estimators in terms of success rate,c&se BN the best estimator according to both success-rdte an
accuracy given by RMSE is far worse than that of BNaccuracy.
Concerning EMA, it cumulates the weaknesses of both BR
and BN producing a weak success and high RMSE. Figure 6
confirms these results by showing that once the learninggeri
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